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ABSTRACT

This thesis exazines the structure and functions of a
generalized tactical intelligence collection systenm.
Included are its position in the intelligjence systea struc-
ture, relationship with other activities in the intelligence
syster, and the orgarizaticn and control of its ccmfonernts.
A pmathematical <cptimization mcdel of a simplified intelli-
jence ccllection system is developed to explore several
issues related to intelligence collection. An interactive
rultiattritute decisicn aid useful 1in the prioritizaticn of
numercus intelligerce collection requirements is
demonstrated.
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I. INTRODUCTION

A great deal of effort has been expended in cecernt vears
concerning the management of large quantities of battlefieli
intelligence information. The presumption of such corcern
is that vast amounts c¢f information will be collected during
the ccurse of the future battle. The deployment ¢f numercus
collecticrn platforas, sensors, and the like does suggest
that there will indeed be a deluge of information. But will
this ipfcrazation be cf value to the decision maker?

Cre vay to insure that collected information is cf value
is tc @panage those ccllection platforms in an intelligent
manne€x. This imrlies that their operation should be ccntro-
lable and efficient. This thesis will develop the physical
and functicnal structure of a generalized intelligence
ccllecticn system with the idea in aind of iaproving the
contrcl and efficiency of its collection platforas. It will

analyze the compcnents of this collection system to deter-
pine where modern mapagement tools camn be applied tc the
collecticr wmanagement process. :

Chapter Two intrcduces the generalized intelligence :
system structure and descrites the relationships Letween its
major sutsystems - *the requirepents system, analysis systen,
collecticn system, and dissemination systen. It additicno-
ally higtlights the role the intelligence requiremernt plays

in the inptelligence systen. Chapter Three focuses upcn the
intelligence collection system to include its structure,
functions, and copsiderations which make the effective

management cf the syztem such a difficult task. Chapter f
Four analyzes the <critical component of the collection %
systew - the intelligence collection requirement - in great ]
detail. It focuses upon the sources of the collection 1
* N
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rejuirezent and the traditioral flow and zaragjenent cf tke
regairemert in the ccllection systea. Chapter Four aili-
tionally developes a amocre analytical manner in which ccllec-

tion requirements car be deccmposed into smallier elemecnts

:
.

and, Lased upon this rrocess, suggests a restructurirg of
the traditicnal collection systen. Chapter Five develcps a
patheratical optimization model of the collection danagement
process and explores variaticns of that model which are
useful in the understanding of the collection Daragement
Erobler. Chapter Six illustrates how the models develorei
in the previous chapter can easily be modified to the real-
istic ccllection management environzent. Finally, Appendix
A Jdemorstrates a multiattribute decision making agproach
toward the prioritizatiorn of collection reguiregents

according tc current or envisioned battlerfield conditicrs.
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A. IBIRCDUCTION

Any tactical intelligence system carn be dzscrited in

terms of its @major functional systenms. These systems
include the following:

- Keguirements Systenm

DRV T S S e w W .

Aralytical Systern

st e

Ccllection Systeas

- Dissemination Systen

A lytice)
Systen
; ......
| 3
¥ ]
faguirenerts : l
Systen | ]
) R
: ]
i ! ]
; : 1
L Collection
--------- 3 Systea
‘
L
.1
h
PSS, ‘."m Flow 3
== Information Flow i

Figure 2.1 Generalized Intelligence Systean.

The focus of this chapter will be to examine scme of the
generalized characteristics of the first two of the systeas
listed atove. Because of its key role in the col lection and

....................................................
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aralytical grocess, rarticular atterntion #ill be paid tc the
N generalized reguiremerts system. A 3Jetailed anal ysis of the

i collecticn frocess and system will follow in the remaining
: chapters of this study. Therefore only fundamental consid-
eraticpns of that process as it relates to the analytical and
regquirenents systems will be addressed in this section. 1Tae
% analytical system, though <critically important to the
:
b
A

SN WIS

overall intelligence frocess, will only be addressed as it
relates to a collecticn system - the primary subject of the
thesis. The dissemination system will not be specifically

addressed due to its relationship and identification with
: the type cf communication system enmployed by the intelli-
gence systemn. The <cther two systems, however, are more

PRS- Y G

€asily isclated from the specific aspects of the commuaica-
tion sytem and will te discussed.

i Figure 2.1 depicts the functional relationships fcrmed
tetween the three major components of a tactical intelli-

gence systean. Intelligence requirements are generated by
the users of the system - subordinate units, staff elements,

W RN PIE T

and tle commander. These requirements can be satisfied in
cne of three ways - through analysis, collection, or a
combipaticn of the two. The reguirements and analysis

{ I AL

systeams Ltoth task the collection system for intelligence
inforration. The ccllection system primarily resgonds to ﬂ
such tasking and rarely would task the other two systems for
substanitive information.

The following paragraphs will address topics related to
this general structure and its functions in a more detailed

zanne€r.

RICRICEY R

B. HECUIREMENTS SISTEM

A requirements system nmust be able to accomplish three

e AW

tasic tasks:
- FReceive intelligerce requirements from users. ?

13
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- Identify the nature of the reguirement with rcesgect
the cafakilities of the particuliar intelligence syster

to

- Task the Eroper func;ional.subs¥stem(s) of the intel-
ligence system for satisfaction of that reguir2 ment.

The first of these reguirements is not related to the toric
of this thesis. The other two, howvwever, are more inter-
€sting and and will e addressed. It is importaat, fpricr to
keginning this discussion, to first understand the complex
nature of an intelligence reguirement.

An intelligence requirement is a representaticn ¢£f a
user's need for information ccncerning the dispcsiticn,
capabilities and intentions of his eneny. Clearly, this
definiticn 1is quite broad and necessarily subjective in
nature. More specific definitions of an dintelligence
requirenment are difficult to express. Enumeration of all
previously identified and envisioned requirements is imprac-
tical (and rrobably impossitle). It is possible, bhowever,
to classify intelligence requirements into functional
categcries. This classification scheme will eventually
allov for a more precise representation of an intelligence
requirement.

C. THE CLASSIFICATICN OF INTEILIGENCE REQUIREMENTS

1. Beguirement

uirc ts as a Eunction of Objective

Every intelligence regquirement has an objective.
For the most part that objective is to determin2 or clarify
some enemy related characteristic which at the present time
is not =satisfactorily defined. The reguirement okjective
may ke related to enemy capakilities. This, in turn is
related to the type of enemy force or concern - armcr,
artillery, chemical, air defense, etc. A requirement oljec-
tive may also be related to enemy disposition. In this case
concern would be directed toward the spatial orientaticn of
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eneny units on the battlefield. Tarjetirj inZformnaticz, for
exanrle, foras a class of intellijence re_ uirements whose
cbjective is related to enemy disposition. Requirerents
related to first or second echelon forces are also disposi-
tion criented. Other reguirement objectives ace related to
eneny intentions. These requirements are generally amore
subjective in nature and, hence, their eventual satisfaction
depends ugon an understanding of enemy tactics and dcctrine.

The point tc be made is that an objective 1is cne
factor which all intelligence requirements have in ccimon.
Although it may be impossible to enumerate all [fossitle
requirement objectives, it is possible to relate each
reguirement objective to either the analysis or collecticn
activities. This capability is important and will allcw for
a greater develorment of an intelligence collection model in
this thesis,

2. FHeguirements as a Function of ITim

The value <cf intelligence information is often
closely related to tinme. Some types of information are of
value only for a short period of time. Tactical targeting
data is an example cf such information. Otaer tvpes of
informaticn can be cf value for greater lengths of tiae.
Inforraticn concerning the communications structure of the
enemy may te of value until his next fregueacy change.
Thus, ar intelligence requirement related tc some fcra of
information will have associated with it some temporal rela-
tionship or function. Normally this relationship identifies
a given requirement as either shcrt or long range in nature.
This temporal relaticnship is critically important and will
te discussed thrcughcut this study.




Scme requiresents may, after a first effort Lty tthe
intelligence system, be only partially satisfied. In this
situation the followirg points must be considered:

a. Extent of User Satisfaction

The extent of the user satisfaction/
dissatisfaction with the r[rartially satisfied intelligernce
requirement is isportant for two reasons. The most impor-
tant is that of determining whether or not the requirement
should e r<,laced into the system. If the level of dissat-
isfaction was atsolute them it might be wise to consider
resukmission. However, if the dissatisfaction was less
severe, then resubmission of the regquirement may Le unwvise.
° The seccnd reason this consideration is important deals with
improvement of the requirements systen. Any system must
know when its performance is unsatisfactory if it is tc have
any chance of lcng range success. Information concerning
the extent of user satisfaction therefore is useful in that
it fprovides the collection system operator with feedback
concerning the performance of his systenm.

The existence of partially satisfied require-
ments in the intelligence system suggests that some fproce-
dure for reinsertion <c¢f these requirements should (if that
acticn seems suitable) exist. At a ninimum an analyst
should te aware of the existence of such requirements and
consider their impact on the intelligence process and
methods cf dealing with that impact.

k. Requirement Validity

° The requirement may or may no longer bLke valid.
For ipstance, the iritial informational requirement may be
such that delayed or subseguent satisfaction would be of

16




little ¢r nc use to the user. In this situation it would
rot be wise to resubdrit th requirenent into the syster for

satisfactiocr.
Cc. Partial FRequirement Validity

The requirement may be partially satisfied and
therefcre cnly partially valid. In the event some version
of the original demand still exists, then that subset of the
crigiral demand (or requirement) wight be replaced into the
intelligence system fcr further action.

4. Maiptenance Reguirements

Scme reguirements are generated by the intelligence
system itself. These can be thought of as overhead ccsts
which pust be expended to wrsaintain the systen. These
requirements are sometimes referred to as collection or
analytical management requirements.

S. Eriority of Feguirements

Each class <¢f requirements may also be dJdefined in
terms of its relative importance at a given time during the
kattle. This relative reguirement importance will be
referred to as fpriority. The source of a requireament!s
importance could be any number of things. Some of these
include its relationship with the user unit or organization,
its relaticnship to the eneny, or perhaps its relaticrnship
to a certain iocation of interest on the battlefield. The
result of this secondary form of requirement classificaticn,
from a mcdeling point of view, is added complexity. 1This is
particularly true with respect to determining the functional
relationshigrs between different «classes of intelligence
requirenents. For example, is a long range requirement of
medium priocrity 1less important than a maintenance reguire-
pent of high priority? This relationship is difficult to

17
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descrite and is handled best when broken down in a kit acre

detailed marner.

The previous discussion leads to the following func-
tional representation of an intellijence reguirement. It
can te defined in terms of its relationship with objective,

time, and priority.

Regquirement = -[( objective, time, priority ) (egn 2.1)

Mainterance requirements are€ treated as a special sulset of
the generalized intelligerce requirement and partially
satisfied requirements are treated as scaled down versicns

of regqular intelligence requirenments.

D. TFUNCTIIONS OF A REQUIREMENIS SYSTEX

Based wupon this brief introduction to tke types of
requirements which are associated with a tactical intelli-
gence system it 1is ncw possikle to address the functions a
reguirements system nust perform. Figure 2.2 is a func-
tional schematic of a generalized requirements systen. The
discussicn which follows addresses each wmajor portica of

this system.

1. Definition and Categorization of Reguirezaents

In this secticn of the regquirements fprocess general
intelligence requirements which enter the system frcm users
are mcre clearly defired. In particular, the objective of
the requirement is clearly outlined. Additionally, the
justificaticn for the intelligence information should also
ke deterzined at this time. From this clarification prccess
each intelligence requirement can be categorized according

T
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Pigure 2.2 Regquirements Process.

"to eack furcticnmal jarameter mentioned in the preceeling
discussicn. These are addressed below:

a. Regquirement Objective

The objective of the reguirement shculé be
specifically determined. Not only should the najor otjec-
tive classification (disposition, capability, or intention)
ke identified but also any identifiable subclassificaticas
which might provide insight into the nature of the ckjec-
tive., ZIxamples of such subclassifications include the ulti-
pate use c¢f the intelligence information (operations,
terrain analysis, targeting), the types of enemy forces the
user is most interested in, etc. The ultimate purgcse of
this section is to provide as much information as possitle
to the intelligence system ccncerning the nature of the
requirement objective.
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k. Time

At this poiat in the process the rurgcse 1in
evaluatircg the time farameters cf the reguiremeat is simzly
to determine whether or not any special handling cf the
requirezent is necessary due to 1its possible short susgemnse

tine.
C. Priority

The requirement friority should te <checked for
suitakility. Any fossible definitional priority errors
should te clarified. For instance, it may be that for a
given military unit the standard procedure is to classify a
certain type of intelligence requirement as low priority.
This prccess should ke able to detect if such a type
requirement were subritted at an improper level of fpriority
and, suksequently, froperly classify the requirement. It
should ke noted that the priority a user requests tc be
associated with his requirement may not correspond to that
requirement's ultimate priority in the intelligence systen.
The ultimate priority is determined by a varity of factors
(addressed in the next section) which the user may or may
pot ke aware of. bormally the priority a user identifies
with his requirement serves primarily as a flag in the event
special handling is required. The user's priority, hovever,
should reflect the irmportance he places on that requirement
with respect to his cther requirenments.

In addition to the above it should alsc be
determined whether or not the intelligence system can actu-
ally respond to such a reguirement (some requirements are
simply impcssible to satisfy). This determination is
referred to as gross suitability and will be addressed, with
respect to the collection system, in later chapters.
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Once the intellijence rejuirement has teen raie-

fined with respect to th parazeters discussed alkcve it
would, under ncrmal circumstances, progress througa tae
filtering frocess described in the next section. 1%,

however, it was determnined frcm this defining process that
immediate c¢r special G[processing of the reguirement was
called for then it shculd be possible for the requiremert to
typass tte filtering process. Thus, 1in some cases thke
inital processing of the intelligence rejuirement (defiri-
tion and categorizaticn) can also be thought of as a coarse
filtering process.

2. Filter (Prioritization of the Reguirement)

A filtering [frocess must basically accomplish two
functicns. It should determine if the requirement can be
satisfied with information already on hand or is ‘teing
worked on by the system even though the information may not
actually te on hand. If so, then the normal procedure would
seem to te to immediately provide the user with the agpro-
priate infcrmation. The implications of this seemingly
simple transacticn are great. It implies that there is (or
should te) an effective interface (information access)
retween the requirement filtering process and the primary
intelligence data base, If the reguirement can be satisfied
with infcrmation already on hapd then it would seem reascn-
able tc forward that information to the approrriate users.

It should alsc determine whether or not a reguire-
ment which cannot be satisfied with on aand information will
be satisfied (and at what 1level of effort) through tasking
of the intelligence system. This is the heart of the fprior-
itizaticn frocess apd as such can become guite comglex.
Requirement prioritization 1is basically a functiom of some
cf the fcllcwing factcrs:
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da. Coammand Guidaace

Obvicusly this is the @most important ingut into
the filtering process. It 1is wexpected (and exfperiernce
shows) that this guidance is fairly general in nature and
for the most part follows the dictates of current plans aad
cperaticns. More specifically, we can expect the ccanmander
to be ccrncerned that friendly units involved (or soca to be
involved) in comkat cierations receive the proper amcunt and
guality cf intelligence support. He would also be ccncerned
that all significant threats to the well teing of his urit
are identified and understooad. When intelligence resources
are scarce the ccmmander's guidance also serves in ap igpcr-
tant de facto resource allocation roie.

It should also ke noted that as any combat situ-
ation changes the nature of command guidance might very well
change. This consideration indicates a need for an intelli-
gence system to be flexible enough to respond to any envi-
sioned clanges in command guidance.

k. Criticality of the Requirement

Certain types of intelligence will alaost always
e of greater importarce to the unit than others. Normally,
these tyres of information are of potentially great threat
to the urit or of extreme importance to the outccme of the
unit's mission. An exaaple of high threat informaticn might
te that related to tlke enemy's current capability to deliver
puclear wearons. Ipforma tion of high importance might be
that related to the enemy's command and control structure.
It should be noted that the potential importance <c¢cf a
rejuirement could easily be described as a dynamic frccess
with respect ¢to the conduct of the battle. For exanmple,
intelligence concerning a nuclear capable uwmissile with a
range of 100 kilometers becomes more and more important as
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that cissile moves from rear areas to forwarid positicrs c¢n

the rattlefield.
C. Answerability of the Regquiremeat

Some reguirements simply cannot te addressed by
the systen. A time sensitive (i.e. the information 1is
needed juickly) Yet legitimate reguireaent (legitimate in
the sense that the system wunder normal <circumstance would
and cculd respond to such a requirement) may be unansweratle
due to the limitaticns of the intelligence systenm itself.
Similarly, an overly detailed regquireament may also te beyond
the carpatilities of the systen. The following intelligence
systed responses to this tyre of regquirement can be

€envisioned.
- Reject the regquirement outright.

- Pass the requiregent forward to higher or lower units
for ;ossitle satisfaction.

- Negotiate the srpecifics of the requirement with the
gser {c dgtermlne if ore or more of the restraints can
€ relaxed.

d. Quantity cf Users

The stresses on the system, both from a manage-
rent ard resource allocaticn point of view, increase with
the fresence of more users in the systen. It is expected
that these demand related stresses would be clearly
reflected in the filtering fprocess. 1In particular one would
expect that requirements not fitting into a certain mcld of
acceptarility would tLave less chance of passing unhindered
tarough the filter during periods of heavy demand ratter
than light demand. Thus, it becomes clear why the initial
definiticn of the reguirement process is very important. It
helps tc¢ insure that a user Jenerated requirement is
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descrited in terms the reguirement filtering process can
understand.

€. Time

This is <¢ne of the most iaportant and ccrmpli-
cated cf all pricrity parameters. The following paragraghs
describe scme of the time related concepts which relate to
the filtering process of the requirements systen.

Many organizations in a given unit have sirgilar
ictelligence needs. As a result, often identical (or nearly
€o) 1intelligence requirements are placed into the intelli-
gence systen. To lizgit the waste associated with this type
cf r[frotlem the intelligence system periodically r[prerares
reports ¢f common interest. Numerous (primarily rcutine)
intelligence requiresents can be satisfied through the
publication of timely periodic intelligence reports. The
Fublication of such reports should thus have some effect on
the requirements filtering process. Specifically, the
timing of these repcrts will be of some importance. For
instance, regquirements submitted into the system which one
can expect will be reasonably well satisfied (from a timeli-
ness and guality of ipnformaticn point of view) with a scon
to be puktlished pericdic report should probatly Le rejected
with the caveat that the information will soon be forth-
coming. 0f course, measures must be taken to insure that
the requested iiformation does eventuaily get to the user
wkose reguirement was initially rejected.

An additional aspect for consideration with
respect to the publication of such rerorts is that of
resource alloction. The publication of periodic reforts
places a drain on the capability of the intelligence systen
similar to the type c¢f drain rlaced on it by excessive quan-
tities cf users. Thus, there is a cost associated with the
producticn c¢f such reports.e This cost should be defined ani
reflected in the filtering process.
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One can look at the publication of [eriodic
- reports as an action which decreases the requirement lcai on
. the intelligence system (by making the filtering rrccess
more stringent) while the resources allocated in preparation
of the irtelligence reports canm te looked upon as an action
which increases the stress on the intelligence systenr (by

reducing the resources available for the satisfacticn of

requirements). A gccd bhalance fetween value and cost mest
€exist if periodic reforts are to be useful to the intelli-
gence systeun.

On occasion, requirements can conflict with
cngoing collection ofperations. This 1is similar to the
consideraticn addressed abcve. During certain types of

intelligence operaticns one <can expect that nearly all (or
some significant [fcrtion) of available intelligence
resources might be employed. At these times it is fpossitle
that mary valid intelligence regquirements which nmight
disrupt an cngoing intelligence operation may not be satis-
fied. The point to ke made is that the failure to address
the valid requirement is not oDpecessarily due to the overall
lack ¢f resources available Fkut rather the fact that the
specific reguirement, from a temporal point of view, has
come into «conflict with an ongoin3 (resource draining)
intelligence operaticn. At any other point in time it is
conceivatle that the same requirement may have been satis-
fied. Therefore, tte timing c¢f intelligence operations (in
rarticular the scheduling of such operations) is possitly an

important input parameter to the reguirements filtering
frocess. This difficulty can be limited by interfacing with
the arpfprcrriate users to deterpmine if delays in satisfaction
of the requirement might be somewhat acceptable.

There exist time delays associated with the
prodvcticn of certain forms of intelligence. These time

delays, whken contrasted with the time <constraints cf a
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Farticular intelligerce ‘requirement itself, pay nct allow
for the satisfaction of the reguirement. Such delays nay
come in the form of a lead-time delay (applicable in certain
‘ scheduled types <¢f ofperations cr in operations which require
a certain amount of warm-up time prior to producing intelli-
gence), and lag-time delays (applicable in the situation in
which the rejuirement time restraint is shorter than the

P S

ﬁ resource time restraint - thus information produced to
) satisfy the given requirement will be 1late (and [frctatly
less than ortimal).

o bibadindiie hetond

: The filtering process must therefore te atktle to
i compare two classes c¢f time restraints - those asscciated
. with the user's actual intelligence reguirement and those
E: associated with the intelligence systen. Figure 2.3 )
E outlines this time analysis process. .
1
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(continue)

A

Figure 2.3 Time Analysis.
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Figure 2.4 outlines the flcw of a rejuirement through the

entire filtering process.
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Figure 2.4 Bequirements Piltering Process.
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tailed Reguirements Apalys

[i

[
s
\m

pAfter passing through the filtering process a

rejuirement is considered to ke valid - somethiag which tthe

intelligence system &@must react to (and hopefully satisfy).
However, the functional structure of the intelligence systenm
(reguirements, analysis, collection) is fairly strict.
Thus, the reguirement must be further translated intoc func-

tional terms which tle system can act upon. The first step

o YO

in this prccess is determinirg the dimensicnality of the
requirement. The dJdimensicnality of a given intelligerce

P
I S, T

. requirement refers tc¢ whether or not that requirement can be
F satisfied using analytical inte.igence resources, ccllec-

tion intelligence resources, or a combination of the two
types cf resources. Thus, a reguirement can be thcught of

A MO

as being single dimensioned (either an analytical or collsc-
tion regquirement) or multi-dimensioned (an analytical and

S J

collecticn requirement). Figure 2.5 (Detailed Requirements -
Analysis) illustrates the dimensioning possibilities related

to any given intelligence requirement.

Cetermination of the dimensionality of a given
requirement pay te a fairly complicated process. This is
Farticularly true vith respect to multi~dimensioned require-
ments. Such issues as resource availability and time Leccnme

important factors which can create variability in the dimen-
sionality of a requirenment. For instance, given a rather
vagu€e requirement such as:

- Where will the enemy 2nd echelon be deployed?

1

Cne can envision the difficulty of determining which asgects
cf the requirement are analytical in nature and which are K
more ccllection oriented in nature.

It should be noted that once the dimemnsionality of a

given requirement has teen determined, it is not necessarily

WO, _JNN
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Figure 2.5 Letailed Requirements Analysis.

static. Specifically, the changing availability of analyt-
ical and ccllection resources affects the dimensionality of
any giver requirement. This fact suggests that some sort of
interface should exist between the operational structures of
the intelligence system with respect to valid intelligence
E requirerents.
"o Cnce the dimensionality of a given intelligence
requirement has keen determined, it will be passed tc the
» approfriate systems (amalytical and/or collection). Each
Ek system will then continue to redefine the requirenment into
PY terms shich relate tc their own functions.
At this point in the process the requirements system
has comrleted its function of receiving the reguirenment,
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deterrining whether «cr not that requireaent will e acted

upon ty the inteliigerce systes, and forwardiny a zore func-
tionally ocriented —requirement to either the
system, collecticn system, cr toth.

analytical

E. ANALITICAL SYSTEX

1. Ckijective and Structure o

I,

the Apalytical Systen

The objective of an analytical system is
together data frem a variety of sources
mental) to provide
value. Given the
Figure 2.1 and the

to fiece
(to include judge-
the user with intelligence informaticn of
intelligence system structure depicted in
previous discussion concerning the irntel-
ligence regquirezents systeas, an analytical systen
appear as that showr in Pigure 2. 6. Several
this structure are ncteworthy.

Dight
features of

Users User end
fRequ!resent
Interfece
Regts
1ofl
Ns‘tr—n"- Wu‘
Analysis Systes taxing Amalyticel
ResOU CE
(Nor-Orgentc)
Rewporee
Resdonee Respones
Callection Aratytice!
. Reeosrce
argenic) - (organtc)
Tasking

Figure 2.6 Analytical Systen.
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a. Tasking cf the Analytical Systen

The analysis systenp is tasked (withii the intel-

lignce systems structure) by the reguirements system. Tkis i
relationshifp implies that the analysis system must receive |
incoming wvalid reguirexzents (described functionally as !
cutlined in the previcus section) and frovide some level of

feedrack regarding the status of that reguirement. The %
analysis system must also Le able to task the collection ‘
systen in order tc help satisfy its inforrational

shortfalls. 3
E. Non-organic Analytical Resources

A relaticnship exists between an analytical
systenr and other non-organic analytical resources. Such
resources might include analytical activities of subordi-
pate, surerior, or supporting units and organizations. This
relationshif could tte defined in terms of authority (i.e. ]
one organization would have tasking authority over another)
cr in terms of a liasion type function (which suggests orly
cooperative acticns letween the designated activities).

These two characteristics imply that the carpa-

4 8 & 8¢ e :

kilities ¢f an analytical system are not necessarily static
and may «change in structure during the <course of a given i
combat <cperation. For instance, access to non-organic
analytical assets may be limited if the unit is serving in a j
reserve carpacity. Access would probably increase, hcwever, )
in the event that the same unit were to be placed in direct '
contact with enemy fcrces.

Additional features of the analytical systen
pake it difficult to describe. The nature of the analytical
process is cften subjective. This is primarily the result !
of the types of information the system is provided with and
the types of information the system is asked to produce.
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a. Analysis Urder Conditions of Partial Inforaaticen

Time restraints often reguire that analysis be
rerformed with only a portion of the reguired infcrration
availatle. In this situaticn of partial information sultjec-
tive judgements tend to bridge the gap between xncwn infcr-
maticn copncerning the current situation and previously
determined battlefield relationships. Analysis c¢f this
nature is risky in the sense that it is btased upon a less

than adequate informational foundation.

E F. Analysis with Conflicting Information

1 Analysis often occurs ander conditiors of
] conflicting information. Information pertaining tc¢ an
*. intelligence regquirement will sometimes be of a contradic-
tory nature. In this situation the analysis activity must
Le aktle to evaluate which information 1is best suited for

inclusicn in the analytical rrccess. This evaluation can be

complicated and time ccnsuming in that gquestionable in‘Erma-
tion c¢f f[pctential isportance may be of such a complicated
form that it must first be re-evaluated by the collecting
activity. Subsequent time-lag complications often hinder
the irfcrmation evaluation process even further. The ret
result of these complications is that the decision as to
which set o¢f information is more accurate becomes judge-
zental and cften less than objective in nature.

c. Time and Spatial Projection of Analyses

Intelligence analysis must be predictive in
nature. Thus, the analysis activity must be able to (Lased
cn past infcrmation fcr the most part) project their anal-
yses into the future to answer such guestions as:

- When will the enemy be prepared to attack?

32

R e T N T S S e S R T R S I P R R R I L L R R T T T T Ty |



- When will the 2nd echelon arrive at the FLOT (Fre:nt
Line cf Troops)?
Additicnally, the aralysis activity must re able to prcject
from a spatial pcint cf view. For instance, analysis nust
address questions of the form:

- Wtere will the enemy be located in 6 hours?

Some of these predictive evaluations may te
suited to mathematical models. Specifically, Eovement
models and enemy arrival rate models may have a certain
level c¢f aprlicability. However, the information upcn which
models must depend may or may not bDe at a level of accuracy
or frecision which 1is required for satisfactory mcdel
perfcrmance.

For the resaons nmentioned in the f[frevious
discussicn it should be clear that modeling an analysis
system wculd be a difficult task due to its subjective furnc-
tional pature. Fortunately, this study is oaly ccncerned
with the relationship between the collection system (the
primary subject of this study) and the anad’tical system.
Specifically, an analytical system tasks a collection systen
to help satisfy intelligence requirements.
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III. A CCLLECTICN SISTEM OVERVIEW

A, CEJECTIVE OF A CCILECTICN SYSTEXN

The cbjective of a collection system is to satisfy, in
the «context of the battlefield situation, informational
shortfalls resulting from intelligence requirements Leing
placed ufron the intelligence systen. A collection systen
accomplishes its objectives through the employment of a wide
variety c¢f sensors (kcth huran and technical) which have the
capability of detecting different forms of enemy activity.
The emxrlcyment of these sensors, however, is not necessarily
dicect. For the remainder of this study intelligence
collecticn sensors will be referred to as collecticn rlat-
forms. Ccllection rplatforms can be highly specialized
(discussed in more detail later). The operation of such-
platforms, accordingly, is often complicated and reguires
substantial personnel and support resources. These
resources, to include their related collection platform(s),
will Le referred to as a collection subsystem. A collection
syster 1is composed of one or more collection sulksysteas
(porrmally nmcre). Thus, a collection system acgquires needed
intelligence information through the marageament of <c¢re or

more ccllection subsysteas.
B. STRUCTURE OF A CCILECTICN SYSTEAM

1. Collection Platforms

Collection platforms are sensors, both hutan and
technical, which [fcssess scme capability of detecting
certain forms of enemy activity or presence. Operaticnally
deployed platforms are numerous in guantity and vary greatly
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in their furctional zedium and operational cagacilities. It
is easy to Jdistinguish and separately classify human flat-
forms frcm technical platforas. Different types of tech-
nical platfcras are more difficult to <classify. Normally
they are categorized into grours according to the manner in
which intelligence information is collected. For instance,
those which collect signal related inteliigence information
are groured into a functional category referred to as SIGINT
(standing for signal intelligence) platforms. Simgilarly,
those technical rlatfcrms which employ images in the collec-
tion prccess are grouped into a functional category referred
to as IYMINT (standing for imagery intelligence) rfrlatfcras.
For clvicus reasons, human intelligence sensors are referred
to functionally as HUMINT platforms.

As previously mentioned, collection platfcrms are
useful recause they rossess a valuable operational cafa-
kility. This capability can te defined as a function c¢f the
follcwing parameters:

a. Functioqgﬂ Medium (M¢)

For humar gplatforms the medium is cbvious.
Technical platforms tend to operate (collect information) at
some locaticn (or within some range) of the electromagnetic
spectrun. For instacrce, ccammunications intercept fplatforas
normally ccllect infcrmation over some range of frequencies
(and transmission modes) - HF, microwave, etc. Similarly,
Fhotcgraphic platforms collect over some range of 1light
frequencies - IR, visual, etc.

t. Functional Capability (Ce)

Given the medium in which a platform operates it
pust alsc pcssess scre limits to its sensing capabilities.
Those lizits might be resolution levels, sensitivity levels,
maxizum/sinimum range capabilities, etc.
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c. Physical redium (¥-)

For the Air/land battle w= ars2 otvicusly
concerned whether the platfora operates or the ground, in
the air, cr both.

d. Physical Capability (C.)

This parameter refers to the limits on the ghys-
ical «carpatilities of the [platforn. These limits would
perhaps would identify the [platform as having a night or
all-weather capbility vs. a strictly daylight capability.

€. Time (T)

Tinme is an extremely important [parameter.
Althcugh a strong argument <could be aade that time 1is
related to either the functional or physical capability of a
given platfcrm, it is identified spearately because of its
critical importance. There are several reasons the time
parareter receives such distinction. PFirst, a given collec-
tion platfcrm may need a certain amount of time to perform
its ccllection functicn. For instance, a aerial surveil-
lance radar may require a particular amount of emmission
time in crder to collect an image of its area of corncera on
the Lkattlefield. Second, time may be required to satisfy
the rhysical limitaticns of the platform. In particular, an
aerial platform may have to fly from a distant airfield to
its ccllection fpoint (and return) - thus consuming tire.
Numerous additional time related factors could potentially
affect tke cperation ¢f a given collection platform (atmos-
rheric cconditions at night in Europe tend to disrupt certain
forms of HF commubications systenms) and thus tipme is
rresented as a separate parameter defining the operational
capatility of a collection platfornm.

36

MM Sl AL Stul SRR SIvD SN aECS ] - Padibr ey v S et hass Moy unats Tt andh Jah b o S S 0 2o Tk ot “Phadi Mk R S A b N A Gl s %

PETUIR W WL Wl . S

e anape




4.

L0 aeost s e A SN A
. '.‘

P
. AN
v .

b

EaCaANe aie o

.

—

The operational capability (0.C.) of a coilec-

tion Flatform c¢an pbe represented b

<

tre fcllcewing
relationshirp:

oo = /k Hf’ Cay M, C_, T (eqn 3.1)

2. Collecticn Sulsystens

A collection subsystem consists of those resources,
toth human and technical, which directly control the crera-
tional explcyment o¢f a collection platforam. One or nmore
collecticn platforms may be under the control of a collec-
tion sulksystem at any givenm time during an operation.
Collecticn fplatforms, when under the control of a collection
subsytem, are considered part of the collection subsystem.

Ccllection subsystems normally control flatforms
which are functionally related to one another. For
instance, a sigpal intelligence collection subtsystem would
normally ccntrol «collection platforms which are <cafpable of
detecting and perhaprs analyzing enemy communicaticns and
non-ccmaunications emitters. Likewise, an imagery intelli-
gence ccllection suksystem would normally consist of all
collecticn platforms which, in the process of collecting
inforzation on the enemy, fprcduce images for analysis. On
occasion, collection subsystems are organized along 1less
functional lines. Fcr instance, there exist both Army and
Air Force collection fplatforms which produce radar images of
potential tattlefields. Although the platforms are func-
tionally =similar they are =not normally found wunder the
contrcl of a single collection subsystem. Each service

tends tc control its own platforams. Thus, in this
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situaticr, furnctiorally sizilar «collection platforms are
contrclled by separate service related collection
subsysters.

It seems reascnable to suggest that the operatiornal
capakility of a given «collection subsysten aigkt be
expressed as the sum ¢f the operational capabilities of its
collecticn fplatfceras. This relationship might be valid if
it could ke shown that the parameters of each platfcrm were
inderendent of one ancther. Unfortunately, this is nct true
in all cases.

a. Functional ¥edium

In the event the ccllection platfiormes oferate in
entirely different pcrtions of the electrormagnetic spectrum
then one could reasonable argue <for independence with
respect to this parameter and a simple subsystem rarazeter
could te formulated. Otherwise, some relationship bketween
Flatfcrms would exist and the formulation of a subsysten
farameter wculd ke mcre difficult,

Y. Functional Capakility

In the event that the functional medium of the
rlatfcrms c¢f concern vwere determined to be independent tten
it 1is likely that their functional capability rarameters
would also te independent of one another. If their resgec-
tive M_s were dependent, however, then there would te a
possibility that they would also be dependent with resgect
to the capakility parameter.

Cc. Physical Medium

In the event that two or more collection fplat-
forms reguired an identical portion of a physical medium in
which to ofperate then a dependent relationship with respect
to this parameter wculd exist. At first glance, the
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Fossirility oI the cccurance of tails problea 2igat seen

y remote. Ccnsider, Lcwvwever, the availabilitv of corzunica-
’ tions alvantajeous terrain omn a potential battlefield. The
f‘ availakility of such terrain can and oftern is guite ligited
[ and thus tke possibility that two or more fplatforms would
? conpete for the use o0f such terrain appears more likely.
L Thus, if twc or more tlatforms have a coamon physical mediunm
h the pcssikility exists for a dependent relationship and a

subsyster representation of this relationship would have to
4 e develcped.

d. Physical Capability

If the physical mediums of collection platforms
are dependent upcn cre another thea the possibility exists
that the capability parameter of those systems are also

dependent. This situvation is similar to that between func-
tional zedium and functional capability descrited in
Faragrapk (t) abcve.

€. Time

It is likely that the time parameter of an indi-
vidual platferm is related to that of another 1if any of
their ctler parameters are related. Thus, the prokakbility
of a relaticnshifp between the time parameters of two or more
collecticn platforms is greater than that of any «ctter
single fparareter.

A simple algorithm which «could help determine

the existance of paramter dependencies among the collection

rlatfcrms of a collection subsystem 1is outlined at Figure

3.1.

It 1is clear that dependencies l~tween cfera- f
tional rarameters of a given set of collection rlatforms !
could ke identified. The interpretation of suck degenden- i
cies 1is, however, more difficult if ©rot impossikle to ﬁ
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Figure 3.1 Depepdency Analysis.

determine. Thus, the suggestion to represent the

cperational capakility of a given «collection subsystem as a

sinple sum of the operational capabilities of its collection

platforas is not justified except in cases vhere nc depen-

dencies exist.
Further investigations in

sorts of relationships would certainly be appropriate.
project, it will be assumed that a

determining these
For

the purposes of this
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compcsite relationship rerresenting the operational
paranmeters of a grcup of colliection platforms <can be
formulated. From this coafposite relationship a rerpresenta-
tion cf the operaticral capatility of a given «collection
subsyster cculd ke fcrmulated.

Recall that collection subsystems often ccnsist
of collecticn platfcrms with similar functional capaktili-
ties. Fcr this reascr one could think of a given collectiorn
subsystem as an entity which would be associated with
collecting a «certain class or category of intelligence
inforsaticn. The categories of information which a
subsystem would be akle to collect would, of course, be
quite closely related to the operational capabilities of the
subsystexz. The operational capability of a given sulsystenm,
in turn, wculd ke defined by the relationship between fplat-
form capabilities (discussed above) and any efficierncy or
inefficiency multipliers associated with the management of a

collecticn subsysten.

C. CCLLECTION SYSTEHR

A cocllection system consists of one or more collection
subsysters and all the resources necessary for its (their)
contrcl. A collecticn systenm consisting of nine ccllection
Flatfcras and three collection subsystems could be struc-
tured in a variety of manners. Two possible structures are
depicted on Figure 3.Z.

The exact structure of a given collection system is
determined tky the quantity and type of subsystems and fplat-
forms under its contrcl. During an operation the number of
subsystens under a upit's control will change as a function
of battlefield relationships. Thus, the structure of a
collecticn system is itself, a variable. This 1is an
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Collectfon System #1 Collection System #2

Subsystem A Subsystem A
Platfors 1§ Platfore §
Platfore 2 Pletfora 2
Plastfare 3 Platfora 3

Platfore 4

Subsystem 5

Platfors §
Platfors 4

Platfore ¢
Pigtfore §

Subsystem B

Platfern &

Platfore 7

Subsystem C otatfors 8
Platforse 7

Subsystem C
Platfore 8
Pletfore §
Platfore 9

Figure 3.2 Collection Systems Structures.

important ccncept. The implication being that as the ccurse
of the kattle changes, the structure (and hence capability)

of the irtelligence ccllection system will also change.

The pext portion of the study will address the functicns
of the various ccmponents of the collection systen
structure.




L. FUNCIICNS OF A CCILECTICN SYSTEM

1. Ccllection Platforas

The collecticn platform is the fundamental unit and

scarce rescurce of the ccllection systen. The entire
collecticn system and subsystems were developed to effec-
tively ccntrol the collecticn platfora. As objects of
contrcl <collection fplatforms receive inputs from their
contrclling source, respond to these inputs by interfacing
in scme form or ancther with measureable indicatiors of
enemy activity, and return (to the controller) operational
data related to that interfacing activity. In order to
successfully acccmplish these functions a given collection
Flatfcrm must be able to communicate (input and output) with
its ccntrollers. A diagram of the functions a collectior
Flatfcrm must perform is shewn at Figure 3.3. Many varia-
tions of this functional model are possible. One ccmmon
variation <cccurs when the <ccllection platform sends raw
operational data to activities cther than the controllers.
Ctherwise, the model shown at Figure 3.3 is general enough
to cover many of the platforas currently in use by the Army.

2. Collection Sutsystenms

Ccllection sulsystems control the operation of cne
or more collection platforms. As a controlliing source tley
must provide control input which is understandable to each
rlatfcrm within the subsysten. From each platfcram the
collecticn subsystem receives intelligence data.

Collection sutsystems are also controlled by collec-
tion systens. As a controlled system it must receive
contrcl inputs from its controlling source and Ercvide
intelligence data (rerhaps translated) to the controlling
source. The control inputs from the collection system to
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Figure 3.3 Collection Platform Functions.

the <subsystem will not be identical to those from the
subsysten to the platform. They (subsysteam to rfplatfcrn
inputs) will for the most part, however, reflect the inten-
tions of the system to suktsystem inputs. Likewise, the
intelligence data received from the platform may not be
identical to that forwarded from the collection subsystem to

el o B,

the ccllection syster.

Technical and specialized platforms reguire precise
contrcl inputs and return precise data - neither of which is '
normally comprehensikle to the untrained user. Thus the
requirement for the subsystem to serve as a translator. As
the numter of «collection platforms increase inm a given

collecticn subsystem cne can easily see how the functional

= complexity cf the suksystem increases. This is particularly

' true in the case of widely varying types of collecticn flat- ]
. foras. Figure 3.4 depicts the functions of a collection

, @ subsysten. ‘
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Figure 3.4 Collection Subsystem Functions.

Systenms

Ccllection systems control the operations of cne or
more collection subsysteas. To accomplish this task the
collection system forwards controlling inputs to appropriate
subsystens and receives intelligence data from them (cr on
cccasion directly frcm a collection platform). The ccllec-
tion system is also ccntrolled (as previously mentioned) by
cther elements within the intelligence system (analytical
and ccllection systerns). A collection system is functig¢n-
ally similar to the ¢eneral collection subsystem shown in
Figure 3.4. In this case, however, the controlling sources
are €lepments of the intelligence system and the platfornms
are ccllection sultsystems. Figure 3.5 depicts the
functicnal nature of a collection systen.
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Figure 3.5 Collection System Functions.

E. GENEEAL CONSIDERATICNS CF A COLLECTION SYSTEM

Given the intelligence system structure outlined irn
Chapter Twc and the discussion in this <chapter it is cow
possitle tc illustrate, in more precise detail, how a
collecticn system fits into that structure. The systenm at
Figure 3.6 is a m@multilevel depiction of the intelligence
system with the strata being the «collection G[platfcrros,
subsystess, collecticn system, and finally the intelligence
systeum.

1. PMultiple Collection Platforms and 3Subsystess

Complexity increases as more collection fplatforms

(and sulsystenms) are added to the intelligence collection
systen. More rescurces are required tc manage the
46
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collecticn effort of the G[platforms (using subsystems as

-; intermediate controlling sources) and also to manage the

increased data flow from the platforms into the collection
systez.
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2. Lynamic structure

Changing battlefield conditions often dictate

changes in military crganizaticnal structures. As alluded i
to in previous discussion, collection systems eXperience .
such rattlefield structural changes. These changes are

often more abrupt (occur without warning) than thcse found

ar » *

in more typical military units. This is the result of the

pultiservice/multiconmand make-up of collection platforms

s and sulsystens. This dynamic structure adds complexity to -
& roth the ©management of the <collection effort and the .
! resulting data flow, ;
\ 3. Iime apd  Spatial [Frojection of Intelligence <
[ Collecticn 1
}.

The intelligence collection systen, for the  nmost

part, responds to the needs of the the Requirement and-

Analytical Systems «¢f the Gemeralized Intelligence Systen. 1
These needs invariably are more concerned about the future .
nature of the enemy on the rattlefield rather than their
current status. As a result, the collection effort aust
also e focused on the future. This orientation adds

complexity in planning and implementing intelligence ccllec-
tion operations. Iecad/lag time coansiderations for toth
Flatfcrm rerformance and the many levels £ Fplanning
required is a difficult problem in itself. Much effort is
currently aimed at sclving scheduling problems arising frca
lead/lag time considerations. Added to these time difficul-
ties is the spatially dynamic nature of the battlefield.
The location of the enemy forces of concern at unkncwn
future times is difficult to determine. Thus the future
orientation of the intelligence system tends to create fplan-
ning and implementation difficulties for the <collection
systex.
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4. Multiole Jsers #ith Different and Changing levels o

It

Access

Numerous users are allcwed access to the rescurces
of a ccllection systen. The mere variety associated with
such pumters imples that a collections systems's capatili-
ties (with respect tc toth the collection effort and trans-
pissicn c¢f informaticn) must ke broad. 1Increased quantities *
of wusers leads to <cbvious difficulties in managing any
complex systenm. Users of a collection system are, with the
aid of a rriority system, allowed varying degrees of access.
A high pricrity wunit would noraally be allowed greater i
access than a lcw priority  unit. The priority of access
cften changes during the course of an operation as units are
shifted about the battlefield. The collection system should 3
ke atle to cope with such changes. i

These and cther considerations suggest that a
descripticn of the structure and functions of a collection
systex might be somewhat complicated. The collection systenm
is not the master of its own destiny. The number of users
{and their level of access) as well as the number of
resources needed to satisfy those users both vary as a
functicn of current tattlefield coanditions.
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IV. CCLLECTICN REQUIREMENTS

The control paraceters of collection systems, sutsys-
tems, and platforms are intelligence collection reguirements
cr translated porticns of intelligence collection require-
ments. To understand the nature of the collection system
one mcst understand ccllectiorn requirements. This chapter
will address the traditicnal perspective of <collection
requirements, describe their flow through a c¢ollectiorn
systez, and suggest a more analytical view of a collection
requirenment.

A. SCURCES AND TYPES OF COLLECTION REQUIREMENTS

A collection reguirement is leveed against a collection
system as a result of a infcrmational need identified by the
user. All users in this systems structure can be thought of
as menkers of one of the three sub-elements of the
Generalized Intellicence Systen. Therefore, ccllect on
requirements can enter a ccllection system from one of the
following three sources:

1. Hegquirements Systen

Ccllection regquirements origirating from a reguire-
ments system are those which bave been initially identified
as requiring some degree of intelligence collection effort
prior to being satisfied. An example of such a requirement
might te:

- Determine if enemy tanks are located at coordinates
ABXXXXXX.
An intelligence database «cculd address the gquestion of

whnether cr not tanks vwere located at those coordinates at
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some fpoint in time ir the past. Collection at that locatiorn
in near real time, hcwever, must bte accomplished in crder to
answer tte regquirement as stated.

2. Analytical Systenm

Collecticn reguirements can originate from ar anal-
ysis system in two primary fashions. The initial evaluation
of the intelligence requirement by the requirements systen
as primarily analytical in nature (its dimensionality) could
have lLeen, to some degree or another, incorrect. An anal-
ysis system would,ip this situation, not have the assets
available tc satisfy such an ill-assigned requirement and
would e forced to pass the requirement onto the collection
systen fcr satisfacticn. An example of such a requirement
night be:

- thif{ the 3rd Erigade if there is an increase in
moving target activity in their sector.
This regquirement 1is clearly oriented toward a surveillance
(and hence collection) activity. An analysis systea would
not ncrpally have urnder its operational control such a
surveillance capability and thus would be unable to effec-
tively respcnd to the requirement.

The initial intelligence requirement may have been
primarily analytical in nature but may have reguired addi-
tional collected information +to enhance or upgrade the
quality cf anmalysis. An example of this type of reguirement
is:

- LCetermine the capability of the enemy force located at
cocrdirates ABxxxxXX.
This is «clearly an analytical requirement yet accurate
collecticn (to determine the type and size of the enemy
force) 1nmust be acccaplished in order to more accurately
perfcrm the analysis.
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The Jdifferences in Lcth of these cases descrited
above are really a matter of degree. The first case alludes
to the possibility that a mistake 1in the assignment of
requirements may have teen made. The second case concerns
those tiges whern Dore information is needed to =satisfy a
giver recuirement.

A collection system will, in order to maintain
itself, gJgenerate <ccllecticn requirements. These are the
overhead ccsts of the collection subsysteas. An example of
such a regquirement is:

- TLetermine radio frequencies the eneay 4is using to
contrcl its nuclear capable artillery.
In this case the radic frequencies are, in themselves, of
little intelligence value to the user. However, they are
vital to the SIGINT collection subsystem which is tasked
with rroviding <cther forms of intelligence concerning such
enemy forces,

In crder to speed up the requirements and collection
Frocesses special tyrpes of ccllection reguirements have been
develcped. The most common of these are listed below:

a. Standing Fequirements

Standing reguirements are those which a ccllec-
tion systen is nearly always attempting to =satisfy.
Normally, standing requirements are applied to informational
shortfalls c¢f obvious impor tance.

- Epnemy nuclear activity.
- Significant enemy movement on the battlefield.

- The location of epemy ccmmand posts.
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The Army has traditionally referred to these scrts cf
requirements as EEI/CIR standing for Essential Elements of
Inforration and Other Iantelligence Reguirements.

t. Fast-Track Reguirerents

Fast-Track Requirendents. Fast-track regquiremerts

are those which, because of their time sensitive nature, are
allowed to Lky-pass ncrmal collection procedures.

- Verification of the location of an artillery target.

- Determiration of target status for nuclear target
planning.

- Ary hot requirement of importance.

C. Dedicated Resources

Often portions ¢f ¢r an entire collection systen
{(or suksysten) will e allocated for wuse by a single user.
When this occurs the collection system becomes a dedicated
resource, An example of this type of allocation might be
when six reconnaissarce sorties (out of a total of 20 avail-
able) are dedicated for use ky a single maneuver trigade.
No other users would te able to place intelligence require-
ments on those six scrties which might detract from their
suppcrt ¢f the manuever brigade to which they are dedicated.
The types c¢f collecticn requirements described above will in
this study ke referred to as special requireaments.

B. TRADITICNAL REQUIREMENTS FIOW

The requirements flow into any given type of ccllecticn
system (supporting a collection subsystem or group of
collecticn platforms) can be depicted as shown in figure
4.1. Scme points shculd be ncted when viewing this figure.
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Special variations of collectizn reguirements iritiated ir a
requirements and analytical system are shown as inputs iato
special requirements. This 1is not meant *to indicate that

ol

special requirements not related to those systems cannot
exist independently. A dedicated resource reguirezert is an
example of such an independent special regquirenent.

| TP

Additicnally, a collection system reguirement can be thcught

[ 3

' of as totally enclosed within the collection system. Its .f
E; primary function is to support «collecticn platfecrm and '
- systenm orerations although intelligence informatior gener-

: ated froum its application would, of course, not be ignored. -
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The fcllowing discussion addresses the nature of the VW

. . . . =1

collecticn requirement as it relates to collection suksys- O

tems and their related collection platforus. For illustra- ]

tive [fpurposes the first portion of this discussion will 3

address the relationshir of a single collection requirement Py

cd

as it enters a single collection subsystem with its related
platfecrm(s). An example of such a collection subsysten
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might ke the Aerial Feconnaissance Subsystem containing such
Flatfcrms as SLR and various other photcgraphic senscrs.
Traditicnally, a collecticn requirement is fcrwarded,
for the nmost part, to a collection subsystem in its
entirety. The operators of the particular subsystem and

et e P L a_a 5 A A T MERAC.*_."

Flatfcros wculd then determine how the collection platforms
under their management night ke able to satisfy the given
requirement. Occasicnally, a collection requirement might

}
q

Fe well suited to satisfaction by a particular subsystem and

. rlatferm. On other occasions there nmay be 1little
- applicability.
FI This approach tcward the manageament of intelligence

requirements came atcut through amn evoluticnary frocess.
Factors which shaped this prccess (and which will not ke
thoroughly addressed in this paper) include:

——

g

E The technical orientation of specific collection plat-
orms.

- Security rocedures écompartmentation) related to
specific collectionr platfcrms and subsysteams.

- Multi-service use of collection platforms.

- The limited dJata processing capabilities of battle-
field users.

- lipited communicaticns capabilities.

Tnere are advantages and disadvantages associated with this
Flatfcrm oriented afpproach toward collection maragerent.
The operatcrs of each specific collection subsystem are

avare of the intent cf the collection requirement and are
thus Letter able to cferate their subsystem to satisfy that
intent. Given the technical nature of a specific ccllection
subsystem, an argugzent can be wmade that the operators of
that sulsystem are Dbest capable of determining which
porticns of a given intelligence collectiorn reguirement can
be satisfied by their subsystem and its related platfcreus.
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Cisadvantages tc this systea become apparert wten
looking at a group of collection subsystems operating under
a single systen. Tkis is the more realistic situation. A
glympse cf the potential complexity of such a system can be
seep at Figure 4.2. Some of the specific disadvantages
include the possibility for the occurrance of unccntrclled
redundancy c¢f effort and the Gpossibility that one or aore
collecticn subsystems can Lbecome saturated with cecllection
requirements while <cthers oferate at less than oftimal
levels of efficiency. This type of <control problem can
Ftecome irpertart wher one considers the fact that intelli-
gence information is generally of a time sensitive rature
and hence delays irn satisfaction of a requirement will
degrade the value of the information required by the user.

In an attempt to provide some sort of administrative
contrcl and traceability of the great quantities of collec-
tion reguirements in the collection system a collation
process has evolved. The exact structure and manner 1in
whichk this frocess works is ad hoc and varies greatly from
unit to unit. Some frrocesses are more efficient than
cthers. All of these processes do have some features in

commch. First, tley attemprt to filter out unsuitatle
requirenents, Second, they attempt to keep track c¢f which
users have submitted which regquirements. Finally, tkey

attenft to get agpprorriate requirements to those collection
subsystems which may te able to satisfy thaen.

Once collection subsystems have responded to a collec-
tion regquirement (through platform collection or rerhaps a
negative response) then a sort of reverse collation process
- dubked Collection Fusion -~ takes place. Similar tc the
initial collation prccess described above, one goal of this
Frocess 1is to match information/intelligence data to the
users that requested it. Great efforts and achievement have
teen made in recent years in the area of collection and
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' Figure 4.2 Composite Collection Systenm.
{ intelligence fusion. For this reason, the topic ¢f ccllec-
i; tion fusion will not te addressed in detail in the remainder
- cf the study.
f' Thus, Bmost collection systems deployed by major units {
[ today are similar in structure to that shown in Figure 4.3. :
'. Prior tc investigating methods which could improve the »
collecticn management process outlined in this chapter it is ]
first necessary to examine, ip more analytical detail, the .
nature of a collecticr requirenment. X
|
[. y
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Figure 4.3 Traditional Collection Management Approach. -]
C. DECOMPOSITION OF A COLLECTICN REQUIREMENT
Ccllection regquirements entering a collection system
are, in general, nct in a form which collection sutsystems N
and rlatforms can imrediately use. Normally the reguirement 5
must first be re-exrressed intc more familiar terms which ﬂ
have a mcre direct relationship to those tasks wh ich sutsys- i
tems and platforms rerfora. This re-expression precess ‘
tends to narrow tte scope of the original ccllection i
requiresent intc mcre manageable portions. Collection N
X
;e y
N
3
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subsystems subjectively accerplish this re-expressicr in

»

rany ¢ccllection systenms found in use today. The
re-exgressicn of a «collecticn reguirement into a set of

Do piie; A g
w. . * L

smaller, more managealle subrequirements will be referred to
in this study as the decomposition of a collection
requirenment.

i% Upon receipt of a collection requirement a given ccllec-
p tion suksystem will attempt to interpret the meaning of that
L} requirement in terms of its own subsystem and related
EQ collecticn platforms. For example, given an incoming
;‘ collecticn regquirement of:

- LCetermine if tle enemy forces 1located at X are
preraring to attack.

An aerial reconnaissance collection subsystem might generate

the fcllcwirg subrequirements:

- Take an aerial rhotograrh of location X to Jetermine
1f the enemy located there is in an attack posture.*

- Provide moving target radar coverage of area X to
determine if the epemy is moving toward friendly lines.
Given the same ccllection requirement a signal intelligence

collection subsystem might generate the following sutre-
quiregent:

- Intercert the radio communications of enemy |units
located at X to determine if they are preparing tc

attack.
It is possitle (and in practice often occurs) that a collec-
tion sutsystem might not be suited to such a ccllection
cperation and would pot be akle to jgenerate any feasible
collecticn subregquirements.

Note that in the examples provided above that the gener-
ated subrequirements have been re-expressed with respect to
the <capabilities of the collection subsysten. Also,
althcugh each subregquirement appears to be directed towvard a
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single ccllection platform, this may not Le the case. For

instance, it is [pessible that several subrequirerernts
derived frcm a single collection requirement zay be directeld
towvard the same collection platfora. Finally, each of the
subrequirezents ic tte example are basically qualitative in
nature. They capture the nature and intent of the criginal
requirement without dealing with any of the nmore specific
Farameters of the reguirement.

Taking this deccmposition process one step further,
consider first the subrequirement of the aerial reccnrais-
sance ccllection sutsystem (labelled with amn astirisk
abovej. An aerial photograrhic collection platfcrm ray
decompose that subrequirement in the following manner:

- Provide black anpd white,low panoramic and vertical,
photcgrarhs of location X.

- Provide black and white low panoramic and vertical,
photogranls of  2ajor foads leadihg fros location X t5
Although these subrequirements are certainly ve.y detailed
(when ccrpared tc thcse of the collection subsystem), they
still are oriented tcward the satisfaction of the nature and

intent cf the original collection reguirement.

The subrequirements addressed in the preceeding rpara-
graphs vill be labelled as guality subreguirements. Any
given collection requirement will also have associated with
it ancther set of [aranmeters which are more technical in
nature. The primary example of such a technical parameter
is the time restraint associated with a given
subrequirement.

Time restraints were mentioned briefly in Chapter One as
they pertained to general intelligence requirements. Many
of the same concepts arply with respect to the decomfposition
of collecticn requirements except in a much wmore detailed
fashicn. A collecticn requirement enters the collection
system with at least two time restraints associated with it.
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- The time by _  which the€ user must have the desired
infcrmaticn. " Ihis restraint tells the collection systenm
when the collected intelligence must be in  the user's
hands. Common;g used terdls describing  this restraint
are "best possible" or "as soon as poSsible"  (bcth of
which frovide some degree of sxstem flex1b;11t¥) and
“nct later than/not earlier than" formats (which tend tc
be mcre restrictive).

- The desired time c¢f collection. This restraint lets
the collection system know that the value or iuallty of
the ccllected intelligence is at least gartla ly defen-
dent uron the time in"which it is collected. Folfmats ir
compcn us€ tend to specify a oint in time identify a
tipe window dwing "which collection should be accor-

lished, or require that «collection be accoamplished
continuously fcr scme length of time (in this situation
the ccllection function Feccies more of a surveillance
functicn) .

These technical restraints, similar to the gquality
subrequirements, mest be expressed with respect to the
specific collection subsystems and eventually their ccllec-
tion platfcrms. There exist other techrical restraints
associated with any given collection subreguiremecnt. These
will pot be specifically addressed in this thesis Ltut are
considered in all algcrithm development.

A single collecticn subrequirement if portrayed graphi-
cally (and decomposed to the collection subsystem level)
would <ccntain information describing where it origirated
(some scrt of tag associating it with a user or set of
users), the quality or nature of the subrequirement, the
collecticn subsystem it is associated witk, and all agpro-
priate technical restraints. 1The structure of a subrequire-
ment wcight look 1like that shown at Figure 4.4. As
previously mentioned, the decomposition of <c¢ollection
requirements is traditionally accomplished by the collection
subsystem relying Leavily upon expert judgement and grior
practices/standard procedures. Therefore the subreguirement
structure depicted akcve should be viewed at this pcint in
the thesis as a tool to enhance understanding of a ccllec-

tion subrequirement.

61

et

TR NI BT X VW W .




Y

T

v

Y Yy 7,'%’.'.*."

T —

—

iy

AT TR TN T T e TR TR

=

Quaifty Technical Assoclated
User X Subrequirement Restraint Subsystem

Figure 4.4 Subreguirement Structure.

If one were to grcup all of a single collection require-
ment's subrequirements into one construct it might appear as
that shown in Figure 4.5. The collection system , in this
case, ccnsists of three collection subsystems - 1, 2, 3.
The collection reguirement originated from unit number Z and
was deccmposed by the collection subsystems intc three
subrequirements.

unft Subreq Tech Restraint Subsystem
1st Bge Subreq 1 Best Possible SIGINT

1st Bde Subreqg 2 NLT 1000 Hrs Survelllance
1st Bde Subreq 3 0800 to 1000 HUMINT

1st Bde Subreq 4 Best Possible Photo/IR

FPigure 4.5 Collection Requirement Vector.

It could be demonstrated, using an example of collection
platfcrm requirement decomfposition, how this process can
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conticue tc the highest levels of'resolution. jowever, ttis
study is focused on the relationship between the collection
systen and subsystem and will not, thercfore, develcp the
decompositicr @methodclogy any further than that already
Fresented.

Do 1TBE INTELLIGENCE COLLECTICN MANAGEMENT PRCBLEM

The collection management problem is a resource alloca-
tion proklem. Scarce collection resources must be allocated
toward the satisfaction of collection reguirements. Tkis
tnesis <suggests that the traditional approach to that

STl SR

frobler (as depicted at Figure 4.3 and discussed in fprevious

re

chapters) can be imfproved greatly with some ainor mcdifica-
tions to the functional structure of the current systen and
the use c¢f a mathematical optimization schenme. The struc-

it d WL

tural modificaticn (ard resulting efficiencies) is straigkhkt-
forward and will be addressed in the following paragrarh. '
The <cptimization scheme is more complicated and will be

AL

develcped ip Chafter Four.

The primary functional change suggested by the previcus
discussicn 1s that «¢f allocating collection resources to
satisfy collection requirements (and perhaps subreguire-

ments) frcm the collection system rather than the ccllection
subsyster level. In order to perform this allocaticn func-
tion ccllection systems must posess the capability of
matching sutrequiremerts tc¢ ccllection subsystems (hence a
requirement decomposition capakility). We will assume for
the remainder of this study that such a capability can be
transferred from the =subsystem to system level with little
difficulty.

Certain efficiencies and advantages result from this
consoclidaticn functicn. With this new structure require-
ments need not be addressed Lty all collection subsysteus.
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Figure 4.6 Festructured Collection Systen. 1

i’

Cnly those reguiremerts (or suktrequirements) hkest suited for
catisfaction by a =subsystem would be forwarded to that
subsysten for ccllection action. Unwanted duplicaticn cf i

Y

ok

o effort cculd be more easily limited with this structure. A
T more balanced use of all collection subsystems cculd be

l contrclled from the collection system level. These effi-
e ciencies are iasportant but of a fairly administrative
- nature. .

The real advantage of this structure is that it allows
for the applicaticn of optimization methods tc the 4
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collecticn resource allocaticn problea. At this pcirt ic
the collection management [rocess we a4are now aware of tae
demands (in the form cf requirements) placed upon the systen
and c¢f our resource constraints (available <collection
assets). with some added input from the collection suksys-
tems concerning their cperational capabilities we will te in
a positicn to aprly pcwerful optimization procedures tc the
allocaticn problen. These procedures will be addressed in

Chapter Five.
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V. TBE INTELLIGENCE COLLECTION YANAGEMEN

This thesis suggests than an examination and analysis of
intelligence collection requiremernts prior to the actual
allocaticn cf collection platfcrm resources will lead to a
more intelligent and efficient use of such resources. This
porticn of the study will develop a mathematical oftinmiza-
tion mcdel which is vseful in the performance of such anal-
ysis. Initially, a simplified version of the ccllection
system will be ccnsidered in the development of this mcdel.
Modifications to the basic model will address ispoertant
intelligence collecticn concerns. The subject this model
addresses is that of scarce resource allccaticn.
Specifically, in what manner should available collection
resources be allocated to best satisfy a given set of irtel-
ligence ccllecticn recuirements,

A. TEE EASIC COLLECTION SYSTEM MODEL

The lasic collection system model is described below:

n
MAKTMIZE Z v.T.
I 1
1T
n (egn 5.1)
SUBJECT TO: 2 a..d.. <b. VY 3
13714 3 :
iz
E. = £(d..)
i iy
d.. = 0 or 1
ij
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i3
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Fe

142.-,0 (i is the 1index
ments. There are a tctal
gents ccnsidered in the

kasic model)

1¢eeaed (j is the index
tens. There are a total

Pad PR Y

for collection reguire-
of n collection reguire-

reguireaent set of the

for collection suksys-
of m collection subsys-

tems considered in the basic model)

The decision to allocate

collection resource j tc

collecticn regquirement i(0 = no, 1 = yes).

The amount c¢f collection

toward the satisfaction
i if d.. =1

A

(anits

bhours - ﬁrs).

resource j allccated

of collection requirement

are subksystea collection

Total amcunt of suksystem j collection rescurces

available for use is satisfying the set of collec-

ticn requiremzents a .

Felative impcrtance associated with reguirement i

(priority) .

considered in the tLasic

v, = 1

Requirepent

in the Lasic model.

priority will net be
model and therefcre

Reguirement priority

will be addressed in Section B.2 of this Chagter

where values cf v; will be allowed to vary.

Expected fraction c¢f requirenent i satisfied by

those collection sutsystems (j = 1,...,0D)

tasked

to satisfy that regquirement.
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ﬁ_ Certain assumptions associated with this 21odel should be 3

55 addressed. The simplified collection system wahich will be ]

hi the tasis fcr model development has as one of its character- ]

- istics a fixed number, m , of collection subsystems. let ,

s; e detired in the fcllowing manner: a

- s: = collection sulsystem j (for j = 1,...,n). 5
'i Therefore j is the irdex for collection subsystens, The

= impact of the fixed ccllection subsystem assumption is that
- the guantity of collection subsystems available for orera-
1 tional enmployment by the decision maker does not <change
] during the course of the <collection resource allccation
d decision rrccess. This ccllection system will also only
consider a fixed guantity, n , of collection requiremerts.
let t Lte defined in the following manner:

r; = The ith collection requirement (for i=1,...,n).

Thus, i is the index for collection requirements. In ctter
words, the rumber of collection requireaents under ccnsider-
ation dces not change during the course of the rescurce
allocaticn process. An additional assumption <closely
related to the fixed number of requirements assumition

concerns the timing cf the collection decision. For the
tasic wmcdel it is assumed that all of the ccllection
requirements under ccnsideration (rl, r2,...,rn) will have
collecticn resources allocated for their satisfaction at thae
same time. Furthermcre, the results (collected data) from
all collection subsystems (s; ,Sj,...,S, ) will reach the
approrriate user within the kounds of the required tinme

restraints. In cther words, the lead and lag time ccnsider-
ations addressed in frevious chapters are not considered in
the Ltasic model.

)‘l’r)’\_‘!u LY
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1. Lecision Variables

The decision variatle used in the basic model 1is

Einary:

0 if subsystem j does not allocate collection

resources to satisfy requirement 1i.

1 if suksystem j does allocate collection
resources to satisfy requirement i.

This imrlies that the basic model will only determine
whether ¢r not it shculd allocate a predetermined and fizxed
amount of collection resource from subsystem j tcward the
satisfacticn of requirement i. The importance of this
assumpticn and decisicn rule are great. It does nct allow
the mcdel tc vary the amount of collection resource it allo-
cates tcward the satisfacticn of a regquirement. It eitter
allocates a fixed and predetermined amount of resource @;.:)
¢r ncne at all. Collection subsystems, in other words, E;n
only attempt to §atisfy a collection requirement &ty allo-
cating rescurces ?p cre specific manner. At first glance,

the use of this ;type of decision variable seems tc be a

harsh ard unrealistic constraint on the nodel. Such a
Fercerticn is inaccurate.

The great majority of tactical intelligence reguire-
ments fall into one of several classes of requirements.
Targeting regquirements form such a «class. In crder to
satisfy a targeting requirement the collection system must
rasically ttrovide the user (requestor) with infcrmation
concerning the location, dispersion, nature (its tyre of
activity), and level of protection (armored or not) of a
potential target. Collection subsystems which [fosess the
capability of at 1least partially satisfying targeting
requirements have developed SOPs (standard orerating
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frocedures) for attempting such satisfaction. Fer the
majority oc¢f such ‘targeting requirements these SCPs are
closely adhered to by the subsysteas. In special targeting
situations (as in auclear packages), of course, special
subsyster allocations can re planned and employed. This,
however, is the exception rather than tne rule. Similar
procedures are follcwed £fcr other <classes of collection
requirements.

The model assumption that subsystems can only
satisfy a requirement in one particular manner is, in fact,
more closely related to the realistic setting than fprevi-

cusly expected. It applies to the majority of tyrical
collecticn requirements. Thus, the basic model develored in
this study should be considered applicable to such classes
cf requirements.

There exist collection requirements to which the

WL

decisior variable dijis not well suited. Certain require-
ments, for instance, can be satisfied by collection sutsys-
tems at varying levels of satisfaction rather,£ than at a
single discrete level of satisfaction as sugg®sted in the

SR ) .
L A A

tasic mcdel. An exanmple of such a subsystem might be that
cf the signal intelligence <collection subsystem. Clearly,

the level cf satisfaction of certain requirements would
increase (tc a point of diminishing marginal returns) as
more hours of signal intercept time are applied to the
satisfaction of the requirement. We would also suspect that
this level of effectiveness function might be continuous and
monotcrne increasing (i.e. 1.5 hours of intercept time cannot
ke less effective that 1.0 hours of intercept time). In

such situvations a more suitable decision variable xij should

re used.
xij = The amount of collecticn resource from subsystem j
allccated toward the satisfaction of requirement
i.
o
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Y The application of this type of decision variatle to the
tasic mcdel will te addressed in Section B.d4 of this

LA 2% S e s 4
5.

asdus Re e gr poun N
- T . -."‘.l

B S ) - . v I.

S . R

chapter.

2. Eesource Constraints

In the lasic model it will be assumed that each

collection subsystem j has at its disposal a fixed amcunt of
collecticn resources. Let b. be defined in the follcwing

nanner.:

b. = The total amount of subsystea j collection

-

resources available for allocation toward the
satisfaction cf collecticn reguireaeants.

Thus, bj is a constant in the basic model. The units of

hj are suksystem ccllection hours. Thus, the overall
resource constraints cf this model can be represented in the

following manner:

4

n
z djsags <. Y3 (5= 1,...m (egn 5.2)

i3

let a.. te defined ir the fcllcwing manner:

(]

[+
1]

i3 The amount <¢f collecticn resource Jj allocated
toward the satisfaction of collection requirement
iif dij = 1 (in subsystem collecticn hours).

The relationship between collection subsystems ani
collecticn requirements is critical to this mcdel.
Specifically, <ccllection subsystems, in the allocaticn of
their srecific collection resources, contribute to the
satisfaction of intelligence collection requirements. There
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are several ways in which intellijence collection resources

can Lte allocated. For exanmple, aerial reconnaissance
. subsysten resources are norzally allocated in terms of the
? punber c¢f sorties [fer reguirement. Signal intelligence

subsystem resources, cn the other hand, are often allccated
in terms of the number of positions (where the term gcsition

refers to operator position) and the quantity of monitcring

time per reguirement. These examples indicate that collec-
tion resource units can Lte very diverse. In order to 3
consider the multiple collection subsystem resources in the
rasic mcdel it must be shown that diverse <collection
resource units can be transformed (in a somewhat reasonatle

i i L

manner) into subsystem hours. The two examples <cited in
this paragraph can easily be transforaned into similar units
(icre. sulsystem collection hours).

9L

A typical aerial reconnaissance sortie may last

IAAMAGARO0 — OO AN - Mt

three hours. Of that three hour time period perhaps only
cne hcur can be used for actual reconnaissance time (this

reconnaissarce time is normally referred to as time on

)

target or TCT). If, during this one hour TOT, the fplatfcrm
performed its aerial recomnnaissance mission against two
collecticn regquirements, then that subsystem could be said

. e
R R

to have allccated .°E subsystem collection hours to each of
the two collecticn requirements. Note that the calculated

number c¢f subsystem collecticn hours was independent of
whether cr not the aerial reconnaissance subsystem achieved
success in its missicn effort. Therefore, for this specific
subsystenr the following relationship holds:

. Lo e ey
A PO S I )

amount of TOT (hours)

(=N

[

# of intelligence reguirements
tar

collected against while on target (eqn 5.3) -]

.
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In this sense a .., can be interpgreted as ejualing the ruynter

of aerial reconnaissarce subsysten collection hours consuned
in attemrting to contribute to the satisfactior <c¢f ccllec-
tion requirement 1i.

Tactical signal intelligence subsysteas typically
have at their disposal many orerators (analysts) who extra-
rolate from intercepts and other signal data infcrumation
relevant tc¢ the satisfaction orf collection reguirements.
Fach ofperator is aktle to work a fixed amount of thours
rerforming his function. If two subsystem operators each
pust spend four hcurs performing their functicrc in
attemrting to ccntrikute to the satisfaction of a given
collecticn reguirement then eight subsystem collecticn hours
have Lteen allocated to that requirement. The £follcwing
relaticnshig holds with respect to this collection
subsysten:

(amount of subsystem
hours per position) x (number of positions)

+J (number of intelligence requirements
collected against) (egn %.4)

The interpretation «c¢f a is similar to that of the

1
preceeding exaumgle - thejnumber of signal intelligence
subsystexz collection hours consumed in attempting to
contribute to the satisfaction of collection reguirement i.
It is a simple matter to make allocation calcula-
tions once collection has already occurred. If the collec~
tion model is to be useful, however, it must be able to ai3l
the decision maker pricr to the actual alliocation of collec-
tion rescurces. To do so this model therefore requires that
aij values Le known cr estimated prior to the resource allo-
cation decision. How can this a priori estimation of a;: be

accomfplished?
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lhe first and perkaps post simple approach to this
problem is to have tlke subsystem j operators subjectively
estimate a.. given requirement i. The advantage to tiis
technique ié that tbe expertise of the subsystem ofperators
is afpplied to the a.. estimate. There are, however, many
disadvantages. Included among them are inconsistancies and
inaccuracies associated with subjective estimates (even wten
competent personnel are providing the estimates) and varia-
tions in levels cf exgertise found among the operatcrs of a
given sulsysten. Tktus, the primary disadvantage to the
;3 is that the quality of the
estimate is far too dependent upon the gquality of the oper-

subjective estimaticn of a

ator froviding that estimate.

A second mettod of handling this estimation protlen
is thrcugh the estatlishment and use of norms and standard
operating rrocedures (SOPs) which are known to te accurate
cr at least reasonable. For instance, a SOP may, based ufon
Frevicus experimental data and experience, specify that only
a predeterzined amount (with no variation) of sulsysten
collection hours asscciated with collection subsystem j will
Ee allocated toward the satisfaction of any givern collection
requirement i. For example, such an SOP might allcw for the
allocaticn of opnly cne aerial raconnaissance sortie (cne
subsystem collection hour) for any single collection
requirement. In this sort of a system the estimation cf a
is really no estimaticn at all but rather a decision rule
used ty the collecticn system decision maker. The value of
such a system depends upon its ability to accurately match
all recuirements with appropriate SOPs. The fpotential weak-
ness of such a system depends on its ability to handle
diverse types and classes of collection requirements.

A third methcd involves the use of both techniques
addressed atove. This technique allows for the sultjective
estimaticn cf aij (by expert subsystem operators) which are
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at the same time bourded by norss and SCPs. For example, an
aerial recornaissance subsystem operator may be authorized
to make a,. estimates of integer subsystem collacticn hours
less thanﬁfhree. In other words, he is not authorized to
provide ron-integer estimates c¢r estimates of allocaticns of
three hours or mcre. This technigue is ofter used in frac-
tice wtere collecticn subsysten characteristics <citen
dictate a finite set cf possible collection allocaticns (and
would therefore dictate estimates of a .. in the lasic
model). This system appears to provfde a reasonatle
approach to the rroblem of a priori estimation of a; ;. The
vide range c¢f possible collection resource allocation esti-
pates is narrowed by subsystem operating procedures, ncrres,
and standards. Individuals are then in a better positicn to
provide more accurate estimates of a; ..

From this discussion we conclude that the estimate
cf the armount of subsystem collection hours associated with
collecticn subsystem j in contributing to the satisfaction
cf collecticn requirement i (a;) can be provided by the
specific sulsystem oferators. Fﬁrthermore, such an estimate
is highly dependent upon the manner in which a specific

coliecticn subsystem can allocate collection resources.

3. Crjective Fupction

There are twc major components of the <ckjective

function in the lasic¢ collection model. The first, A is
defined as follows:

v; = The relative importance associated with a given

collecticn regquirement i (priority).

In the kasic model the value for all v; will be equal to
one. Thus, an assumption inherent in the basic model is
that all reguirements to be satisfied are of equal relative
importance (equal pricrity).
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The second major component of the cobjective fuxnction

is E..

E: = The aggregated effectiveness of requirement i with

resrect to all collection subsystens.

This ccmronent, 1in turn, is deperdent upon several cther
factors which will be developed in the following paragraphs.
The first factor in the determination of aggregated effec-
tiveness ypertains tc the effectiveness of a «collection
subsysten j. In attempting to satisfy a given collection
requirement i, collection subsystem j interacts with scnme
measureaktle form of enemy activity. For instance, a rfhcto
reconnaissarce platfcrm takes a picture of a location on the
tattlefield (presumed to be located in enemy territery). A
conmmunicaticns intercept platform monitors certain frequen-
cies cn the electromagnetic spectrum (hopefully the enenmy is
transgitting information of value which friendly forces can
detect on such frequencies). Many things can happen which
can [prohitkit these interactions from occurring. In the
Fhoto reconnaissance situation, for example, the rlatfcrm
may btreakdcwn prior tc its TOT or worse yet may be shot down
ty the e€neny. In the commupnications intercept case the
€nemy may decide to cperate on radio silence (i.e. not use
those mcnitored frequencies at all). In Dboth situatiorns,
the ccllection effort would be unsuccessful. As a matter of
fact, the intended interaction with enemy activity did not
cccur at all (or we cannot detect whether it occurred).
When this happens we say that the collection uwmissicn has
failed. There exist measures or estimates of these scrts of
failures with respect to different types of collection plat-
forms and subsystems under a variety of threat and ofera-
tional cenditions. These measures are often represented as
a prokability. In our situation we are specifically inter-
ested in the probability of mission failure (where mission
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is defined as collecting the information/data, etc. that the
platfcrm or subsystem intended to collect). In this Lasic
model we are ccncerned with the probability of success
rather ttan failure and define the term p.. in the fcllcwing

Banpner:

Piy = The probability that collection subsystem 3 will
ccllect the data it intends to collect in
attempting to satisfy a reguirement i.

Notice that this definition does not imply that the collec-
tion subsystem actually was alkle to satisfy the ccllection
requirement.

The second factor which is important in determining
the effectiveness of a collection subsystem pertains to
actual satisfaction cf the <collection requirenment. Recall
that a «ccllection suktsystem may be capable of satisfying
all, ncne, cr a porticn of any given collection reguirement.
The ternm fij is definped as:

fij = That fraction of requirement i which can be satis-
fied if collection sutsystem j collects the data
it intends tc¢ collect in attempting to =satisfy

requirement i.

Note that the ternm fi is of the form of a <conditional

expected fraction. Coisider the example in which a ccllec-
tion reguirement consists of fcur primary parts (these were
referred tc as gquality subreguirements in previous chap-
ters). The aerial reconnaissance system, in this example,
could satisfy two <c¢f those four subrequirements if it
successfully performed its collection mission (collected the
data it intended to cc¢llect). Thus, in this example, the
calculated value for £;:. would be 0.5.

For simple clas;es of requirements the determination
of the value of f£f;. is a fairly simple matter (as

-
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demonstrated in the example in the preceediny paragraph).
For such simple classes of reguirements and various tyres of
collection subsysteas it would ©be theoretically possible to
develcp ncrms and standards useful in determining such
values. Fcr example, in the class of simple targeting
requirements cited in an earlier paragraph, only three itenms
of infcrmation were required for satisfaction - target

description, nature, and level of protection. For this
simple <c¢lass of reguirements tae aerial reconnaissance
\i subsysten is carpable of satisfying all of the subreguire-

f ments given that the intended collection occurs. Therefore
3 its f;:; value with respect to simple targeting requirements
1 is one: For more comrplicated classes of collection require-
) ments we wculd expect that the determination of fij will be

more difficult. In the basic model under consideration it

¢ will ke assumed that it is ©rpossible to determine the values
of all f;. for the requirements under consideration.

The term which represents the relationship ftetween N
satisfaction of a given collection requirement i by collec- ;L
®;

1

A

tion subsystem j can now be identified and examined. The

tern e is defined as expected level of requirement satis-

facticn as given by:

.

.. o f.. o
3 i3 (egn 5.5)

AN M SASdaRe 1

This term can be interpreted in the following manner: If
collection syster j is allowed to allocate resources tcward
3 the satisfaction of requirenment i, then e;; represents the
level cf ccllection requirenment satisfaction we might expect

to receive in return. The calculation of e:: is of the forn

1]

1
( "
T 78 :

v
-
vl . 4

.- h .- e . Tt . - N RP. S : . Lol .. FEERR R .
ir,..;'_‘nﬂ_‘_< *. et e e BB e e, PO P S s CONE. S, SO S, S FONCSUE  VLTO. TOA ST . Sy e e

| ")




L‘.
:
]
3

e

cf a prctatbility aultiplied by a conditioral expected frac-
tion (koth values are bounded ty zero and one) yieldirg an
expected value. Thus e;: is also bounded by zero and 1.

The value e;: répresents the level of regquirement
satisfactior we wculd expect to receive by allocating
resources from a single collection subsystem Jj against a
single ccllection reguirement i. Our problea, howvever,
involves agultiple ccllection requirements and subsysteas.
In order to solve this problem we must be able to aggregate
over bLboth reguirements and subsysteas. We will first
attenmpt to deal witk the total effectiveness of a given
collecticn requirement.

a. Aggregatica Over Ccllection Subsysteas
let Ei ke defined in the following manner:

E = The expected fraction of requirement i satisfied

Ly all ccllection subsystems (j = 1,...,0).

This study will address two Gpossible methods of ottaining
the tctal aggregated effectiveness - denoted Ei .

The first approach to the calculation cf Ei is
through %pe simple =suamaticn of eij values and will bhe

denoted T, . Specifically:

-~

Ei = z eijdij {egn 5.6)

Under most envisioned circumstances one would not expect to

€ver ke able to satisfy a requirement by any factor Jreater
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than 10C%.
tion allcws for that to occur.

Joferturately, this specific zetrnod of ajgrega-
Consider the siazple exanile
in which a given collection reguirement can bte satisfied by
two ccllection subsystems. In this example the value cf €,
is .7% and €5 is .°%0. If the decision 1s pmade that both
subsystens will allccate their resources toward the satis-
facticn of that ith requirement, then according to the
supmaticn procedure the total expected level cf satisfaction
for that ith requirenment would be:

Ly

(eqn 5.7)

This value seems difficult to interpret given the preceeding
develcrment. An okvious explanation <£for the E: value
greater than one is that there must exist somne amount of
collection subsystem cverlap. This overlap is referred tc a
redundant coverage. The summation technique would provide
more reascnable results if only one collection sutsysten
were allcwed to allocate resources toward the satisfaction
of a collection requirement. If this condition were to be
applied to the examrle above then the collection reguirement

in guestion would have a total expected level cf
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b satisfacticn equal tc¢ either E. (.75) or E. (-£0). Of
course, this is not an aggregation scheme at all. Anotther

situation in which tle summation technijue may be a reascn-
able mettod of aggregation is when we are certain that there
is no possitle way in which the same portion cf a collection
requirement can be <=atisfied by more than one <collection
subsysten. In cther words, for a given requirement i, the

fii value associated with cne collection subtsystem 3 must
. not intersect with the f.. value associated with any ctkier
collecticn subsystem j. *fhe two values, in a probatilistic
. sense, nust be mutually exclusive. An example of such a
»‘g situation might involve a collection requirement such as:

- What types of «communicaticas systeas is the  unit
located at ABxxxxxXx using?

r It is 1likely that this requirement wmight be satisfied by
t tasking sepsors which could detect and locate coamunicaticns
emmitters ¢cn serarate and non-overlapping pcrtions of the

, electrcmagnetic spectrunm. Thus, no more than one senscr or
a8 .

]’ subsystem could satisfy the same portion of the collection
Ef requirement. T he fij values associated with this reguire-

- ment and their respective subsystems would be mutually
exclusive and the summation methodology would be a reascn-
EE able metkod of aggregation.

- A second drawback to the suamation netacé of
aggregaticn is that there exists, using this technigue, no
way to represent, in a continuous sense, decreasing margizal
returns. Specifically, the summation tunction tells us that
more rescurce allocation to requirements with high values of
E}. is always a good thing to do. In fact, we can see taat

1
there are many circumstances where this action is nct a gcod

thing to do. Clearly, there exists some point in time in
which additional resource allocation to satisfy a reguire-
went which may already be totally satisfied is not prcduc-

tive and in fact is wasteful.

b




Thus, fer reasons of interpretability and
because the summation function lacks a way of represernting
decreasirg marginal returns we reject it as a aethcd of
aggregating values of e.. over collection subsystems. The
next method of aggregation provides a soluticn to these two
difficulties.

The primary drawback to the previous aggregation
schene is that under certain conditions it would ©produce
aggregated effectiveness values which were difficult to
interrret amnd could not adequately represent decreasing
marginal returns asscciated with the allocation <¢f ccllec-
tion rescurces, A wore meaningful scheme would be one in
which the total expected level of satisfaction for a given
requirement (vhen collected against by multiple subsystens)
would e kcunded by one and could thus bLe more easily
compared with percent levels of requirement satisfaction
(i.e. 100% satisfaction would be the maximum attainatle
value for E ). Furthermore, we would like to see tie total
expected level of requirement satisfaction increase as more
collection subsystems are tasked toward the satisfaction of
a given collection reguirement but not necessarily in a
totally linear fashicn. In other wvords, two collection
subsystenms cught to jfrovide more satisfaction thar one Lut
they could never prcvide more than 100% reguirement satis-
faction. Irtuitively we would expect that the lower tound
on the expected level of requirement satisfaction (in the
case where two subsystems were tasked to satisfy a given
collecticn requirement) would ke the maxizum of (eil’ €:5)e

If we interpret the value of (dij X eij yas the
frobakbility of achieving satisfaction of regquirement i by
allocatirg collection resources from subsystem j then the
term:

82

vwwt'-“T
. - - Pl




(1 - @:: e::) = lhe protakility of aot achieving
satisfaction of reguirezeat i by
allocating collection resources froa
subsystemn j (given that we decide tc
allocate resource froa j).

If we alsc consider that the operation of one collection
subsysten is independent of the operation of another tten
the rrotability c¢f nct achieving satisfaction of requirement
i by allocating collection resources from n collection
subsystens can be rerresented in the following expression:

™M
1T (1 - 42..e..) (egn 5.8)

Cf «ccurse, the prctability of achieving satisfacticn of
requirement i by allocating collection resources fror o
collecticn subsystems is actually E; which, in turm, is
given by:

"
~
[

m
N - 7 (1 .<d,.e..0) ¥ i (egn 5.9)
=1

This seccnd technique of aggregating e,-j values dces irndeed
deal with the ;hortcoming of the summation methcdology.

Specifically, E; values are bounded between zerc ané cne
and the effects of dimishing marginal returns are inherent
in tae ncnlinear nattre of the product function.
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The grimary cause for concern with resfpect to
this aggregation techpnique is the assumption of independence
cf collecticn subsystems. We are concerned that twe or more
3 subsysters, in cclliecting infcrmation pertaining to the sanme
requirement, wmight te dependent upon one another. This
S possikility does exist. Say, for instance, an aerial recon-

9 naissarce platform overflies anh enemy position on a collec-
n tion mission. The enemy, in response to that overflight,
L ceases all electronic enmission activity (fearing the rlat-

form was capable of detecting such activity). An electronic
intercept platform «c¢cllecting that eneay unit's emissicns
wouid te npegatively affected by the aerial reconnaissance
rlatfcrm's cverflight.

TV'T‘,"'

Examples such as these are hard to envision Ltut
in fact much of the intelligence operation planning prccess

is devoted to ipsuring that two or more collectiocn ofpera-
tions do not conflict or interrupt one another. The roint

LR oB s A

to be made is that this method of aggregation seems to be a
reasonable approach as 1long as the collection suksystems

R

involved are independent of one another.
E. Aggregaticn Over Collection Reguirements

We must ncw concern ourselves with the seccnd
aggregaticr problen. How do we combine E?2 for all ccllec-
tion requirements under consideration? Lei E be defined in
the fcllcwing marner:

E = Total level <c¢f requirement set (n regquirements)
satisfaction given <collection allocation from =m
suksysteans.

r
"

n
ji v, (1 - T (1 -4d,.e,.)) (egqn 5.10)
i=1

()
1]
[
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In this mcdel we are suaming {(cver all reguirements) the
expected 1level cf <=atisfaction £for reguirement i values
{Equation 5.9) developed in a previous Jdiscussion, The
range of this rew value would falli between zero and n (the
total nugber of reguirements equals rn). One weakness of
this representation as a measure of total reguirement set
satisfaction lies ip the fact that the summed values are

\ _J VENEDUDUEINEY. _J VLI .AJ'LA._LJ

somewhat difficult tc¢ interrpret. For instance, one has no
way cf determining (from this value alone) which require-
ments in a given set might be highly satisfied and which
requirements in the =ame set pight not be highly satisfied.
In other werds one shculd examine the variance of the values
of E; . In the simple model we are primarily concerred with
the acgregate level cf requirement satisfaction and will not
concern curselves with levels of satisfaction of individual
regquirements. In Section B.2 of this chapter we consider
the case in which collection reguirements are not assumed to
te of equal importance and hence are concerned with varying
levels cf regquirement satisfaction. An additional short-

e, _J VAN i

coming is that the formulaticn assumes that there is no
cverlarring of collection requirements. Most collection

systegs indirectly guard against this sort of overlap by
grouping together (piggy-backing) similar requirements iato
a commer sirgle requirement. Thus, we do not consider such

and W a s

cverlap tc cause major difficulties with respect to the
model. Tkherefore, despite interpretability and overlaps
shortcecmings, summation dces appear to be a reasonakle

. JORRN

methecd of aggregating the levels of effectiveness of n
collecticn requirements.

4. Comments on the Basic Model

The basic model as forrulated will attempt toc allo-

cate ccllection subsystem resources to requirements in a

ranner which provides the biggest return in overall E (total




aggregated level of requirement satisfactiorn) for a given
allocaticn (assuming a feasible solution <caax be found for
the rrogranm). Thus, resource allocations will te made to
those reguirements whose E; contribuge the most tc the
objective function. The amount of E. which any single
requirement can contribute to overall satisfactior (E)
increases as more rescurces are allocated toward the satis-
facticn cof the requirement but reaches a limit of one. This
characteristic results from the manner in which Ef is
calculated. Recall Equation 5.9. As @more colléction
resources are allocated to the satisfaction of requirement i
the prcduct term in Equation 5.9 becomes small. The tern
Ei ¢ tterefore, afrroaches one as a limit in such circum-
stances. Thus, as mcre rescurces are allocated the marginal
return of such allocation decreases until such time as allo-
caticn tc a different requirement becomes more attractive.

Cne disturbing aspect of this basic model is that we
have no guarantee that all requirements 1in the given set
will ke satisfied by the optimum resource allocation schenme
calculated ty the prcgranm. For instarnce, allocatica of
collection resources to a Jiven requirement may never be
more attractive (contribute more to the maximization of the
ocbjective function) than allocations to other ccllection
resources. In such a situation this program would igncre
requirement i ir favecr of allocations of resources to cther
requirements. An additional limitation (somewhat related to
the first) is that ve have no control over the level of
satisfaction of any given or set of collection requirements.
In other wcrds this [fprogram cannot deal with requirement
priorities.
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['.A' B. VARIATICNS OF THE BASIC MODEL
=
B Recall the basic model developed in the Zirst secticn of
h this chafter:
n
MAXIMIZE z 7 g
i =1
n
SUSJTIT TO: Z z,.3,, s . Y13 (eqn 5.11)
e d e . - . ;: 13 - : ~
i=1
.. = Cor 1l
1]
i = 1,...,0 (i is the index for <collection require-

pents. There are a total of n collection regquire-
gents considered in the requirement set of the
tasic model)

= 1,020,080 (j is the index for collection =subksys-
tems. There are a total of m collection subsys-
tems considered in the basic model)

i3 The decision to allocate collection resource j tc
collecticn reguirement i(0 = no, 1 = yes).

i3 = The amount «cf collection resource j allocated
toward the satisfaction of collection requirement
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&7 i if d.. o= 1 (arits are subsystem collecticn

bours - hrs).

b. = Total amount of sutksystem j collection rescurces

()

available for use is satisfying the set of ccllec-
ticn requirezents n .

- v. = Relative importance associated with requiremeat i
}Ei ) (priority). Requirement priority will nct be
1 considered ip the lasic nodel and therefore
]I v, = 1 1in tlke basic model. Reguirement priority

will be addressed in Section B.2 of this Chapter
where values cf v, will ke allowed to vary.

°
. E; = Expected fraction of requirement i satisfied Ly
those collection sutksystems (j = 1,...,m) tasked
to satisfy that requirement.
1. Insuring Levels of Fequirement Satisfaction
A primary drawback to the basic model can Le hardled
using a similar jiroblem formulation. If possible we would
like toc ke able to =satisfy all collection reguirements in
the tctal set. In crder to insure this we could add to the
above fcrmulation additional non-negativity constraints. A
‘ modified formuilation containing such restraints is descrited
- teiow:
. n
- 2
MAXIMIZE: E = Z v.T.
- i7i
) i1
®
: m
. 2
HZFE: E, = 1 - - d..e.
: WHE i T 1 dl]elj)
" 2 =1
[ ]
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k: = An aspiraticn 1level of individual requirement

satisfaction.

This formulation will insure levels of E; greater than k
for all <c¢cllection requirements i (at least some ogminirunm
level of requirement satisfaction). We remain uncertain,
however, of the ultimate level of requirement satisfaction.
Cne can e€asily imagine an iterative type process which would
increment the value cf ki between successive runs of the
program until a feasiltle solution can no longer be oktained.
The gcal of this iterative fprocess would be to determine the
highest levels of =satisfaction at which all requirerments
could te feasibly satisfied. One must realize that the
firal levels will be dependent upon the scaling factcrs (k,,
kKoeeees, k) imposed Ly the prograum. )

There is a fundamental difference between this rodel
and the tasic mcdel cutlined in Section A of this Chargter.
The basic mcdel 1is guaranteed to have a feasible sclutica.
All recuirements in the set may not be satisfied to a riri-
mally desireable level but the model will find a solution.
The ccnstraints placed upon the basic model (as outlined in
this section) may e€liminate the possibility of finding a
feasitle resource allccation schene.

Given this fact it may be reasonable to approach the
solution cf this Eroblean in an Jiterative manner.
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Specifically, use the soluticn to the rasic model as a
starting pcint wupon which small iterative imprcverments
{through the increase in ki values) are made. This
apprcach in itself dces not guarantee a feasible scluticn.
It Jces, however, allow for the initial introduction cf k :
constraints into the rroblem at 1low levels which will hore-
fully 1lead to feasitle allocation solutions. A primary
drawktack to this apfprcach is that it regquires some level of
buman interaction which, of course, slows down the process
cf sclving the probler.

A different approach to this same problem is to

formulate the model in the following manner:

MAXIMIZE: Z
m
SUBJECT TO: (1- T €1 - d;58540) > Ik
j=1
n (egn 5.13)
z ..d.. < v o3
. i3 13 ] 7
1 =1
d = 0or 1

Zk; = 1The highest attainatle level of individual

requirement satisfaction.

The value Z in this fcrmulation serves as a scalar nultiple
of the individual recuirement aspiration levels (k;). Thus,
this fcrrulation maximizes the value of Z and in doirng so
maxipizes the the level of individual requirement
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satisfaction subject to the aspiration levels (k-, k-~,...,

k ) imposed on the prcgram.

-

2. Eeguirenment Eriorities

The prioritization of collection requirements serves
as an important management function ang, as Aprendix A
suggests, as a possitle means of providing intelligent
contrcl of the collection process. We know that it is
possikle tc prioritize a given set of <collection require-
ments (see Appendix A). We must be able to incorfporate scuge
such rankipng scheme into the ofptimization frocess.

There are twc approaches toward modifying the ltasic
model once we have decided that one reguirement may Lke acre
important than anotter. The first approach is to insure
that the more importart regquirement is allocated collection
resources in such a gzanner that its level of satisfaction
(Ei ) 1is greater than that of the 1less impcrtant reguire-
ment. The secord approach is to insure that the okjective
function of the model takes into account the fact that one
requirement is more important than the other when it maxim-
izes the overall level of requirement set satisfaction (E).
Each c¢f these two approaches are addressed in the fcllcwing

secticns.

a. Prioritizing Using Levels of Reguirement

Satisfaction

There are several approaches to insurirg acre
important requirements acheive higher 1levels of requirement
satisfaction than less important regquirenments. Taking the
formulatior developed in Equation 5.12:

MAXIMIZE: T = z viC 1l TJT 2 -2e.0)

91

W TR T R

i

e adEN 8V

ol L o ? "t e AP A a4 oa ke aTHR R A . et

V. _ & S

I L. VPPN e T

i WP s o




(eqn <. 14)

“““““ - (ny 2 L2

2

. > .7
ilm)y T
2

- . > =y
i1y < "
n

i M
L
’J-
()
u
H
1
IA
o4
(o)
<
t(J

We have modified the program at Egquation 5.12 by creating
constraints which <ccrrespond to the 1levels of priority in
cur priority system (in this case there are three priori-
ties - high(h), medium(m), and low(l)). Specifically, we
have determined that we desire that the high ©pricrity
requirements in the tctal set te satisfied at the .9 level,

medium fricrity requirements at the .7 level, and low
Friority requirements at the .5 level. Certain asfpects of
this fcrmulation cause concern. That concern revclves
around the relationship between 1low, pedium, and high

priority recquirements. For example, in the above formula-

2
tion we regquire Ei for all low priority requiremerts must

e greater than cr(téual to .5 and those for medium priority
requirements be satisfied at a level greater than or egual
to .7. As aresult of these ccnstraints we should expect to
csee tbhat high priority requirements are satisfied at values
greater than or equal to the value .9. What we do not know

is what will happen to our overall E (and satisfaction
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levels fcr high and medium priority reguirenents) in the
event we lower the ccnstraints for low priority reguirements
from .5 to value .Z. Similarly we don't know what will
happen if we merely drcp one low priority reguirement from
the tctal set of requirements.

This observation suggests that we exanine the
sensitivity of the manner in which we allocate resources to
collecticn requirements. Orne way to accoamplish this sort of
examination is to aprroach the prioritization of the ccllec-
tion requirement set in a somewhat different manner.
Suppocse we fpartition the rank ordered requirement vectcr (R)
returned by the process outlired in Appendix A into three

secticns - R Rm, Rh' High priority requirements are

1’ : ;
€lements of Rh' mediux priority reguirements are elements of
It is
e
h) b
allocated resources in such a panner that their resrective

%n’ and low priority requirements are elements of Rl'
certainly desireable that high priority requirements (R

levels of satisfacticn are high. To insure that this can be

accomrlished, irrespective of all Rm and R, requirements, we

1
formulate the following:

n m
MAKIMITET, T o= zz Ve (1. T - 2e))
N s Uis
2
SUBJECT TO E; 2.3 Ve B
1 BS (egn 5. 15)
2
Z.02 .00V, ¢ (P, FL)
) m
WHEIRE 202 1= TT (2 - 2,20
:‘ - . - - -
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If such a program prcves to provide a feasible solution then !
we will kncw exactly what levels of satisfaction (E? y for n
all recuirements and that those regjuirements we identified %
as having a high priority will have E? values of at least i
«9. The next step in the iterative process is to add levels q
of satisfaction «constraints to the program for thcse g
requiresents we have identified as having a medium priority. %
This fcrmulation would appear as follows: 1
1
n m 3
— } p
MAXIMIZE: E= > v, (1- T - dj52540) )
i=1 3 = - X
P=1 ;
]
2 1
E. > .9 .

;02 Vl € Rh i

2

E. 2.7 V, g R

3
N

v
o
.

©
<<
m
jev)

RN | IR I

i i 1 (egqn 5.16)
) m
WHIPI: E; = (1 - T -d e 2
] =1 T
n
Zd..a <b ¥ - .
1] 13 3 - »
1 =1 -
dij = 0orl B
]
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If this "ugpgraded" frograam pre¢vides a feasible soluticn we
ES FLOg P

know that requirements which are elements of By and R_ will
be satisfied at levels of .9 and .7 tespectivély ané that
_ all other requirements will at least be ninimally satisfied.
0 Cnce this iteration has takea place it is possible to
*ii examine the sensitivity of adding the R, level of satisfac-
tion ccnstraints. 1f, for instance, we fail to find a
e feasitle sclution after the addition of the R, constraints
5 then we know that this infeasilkility was caused by tle addi-
;" tion «c¢f the constraints. We may also discover that by
' levying these constraints we have reduced the levels of
satisfaction of the lcwer priority reJuireasents (Rl) to such
L_w a level that resource allocation to them would not be wcrth-
#' while. We may also discover that the solution is satisfac-
tory and continue onto the final iteration of the fprccess
& which would be to add Ry
Ak in time the program becomes identical to that shown at
:a Equation 5. 14,

There are many advantages tc this iterative

level constraints. At this rpoint

apprcach. It 1is extremely flexible and could easily be

| adapted to a wide variety of prioritization schemes. 1In the
ﬁ!] €early stages of the iterative process there is a greater
liklihood <c¢f finding a feasiltle solution to the F[prchblea
Lecause the constraipts on the program are less severe than

1 those associated witlk the formulation at Equation £.14.

-

L However, a feasible solution to a problem <foraulated with
. such constraints (as alluded to in previous discussion) is
o not guaranteed. Additionally, this iterative [rrccess
! requires time and interaction with human decision makers.
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E. Prioritization Using tae Jbjective Function

Recall tle term v. in the objective functicn cf

the kasic mcdel., It was defined in the following manner:

v: = The relative importance associatéd with a given

collecticn recuirement i.

In the previous 1odel develorment we let v equal cne for
all i. In other words we considered all reguirements to be
¢f equal iggortance. In this portiona of the model we have
decided that all recuirements are not of equal imzortance.
Therefore, the objective function of the fasic model ce¢rsid-
€ering requirement pricrities would look very similar tc the
initial forzulation:

n 2
MAXIMIZE: E = LT,
VAXIMIZE: £ z v.E.
i=1
< n
SUBJECT TO z d..a.. <b. ¥ 3
13 13 3
i=1
v, = 1 v o (egn 5.17)
h -1 “h
=1, ¥R
Vm <9 '\n
- ) pol
vy S i v 21
d.. =Cor 1l
i1
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1. = A scalar rerresenting the priority value cf the
ith requiremert.

In this case the values of v; would not ail be ejual to one.

There are numerous ways in which the values of
v; can te scaled. The most appealing method is to let the
post important requirement in the set egual one and all
others (in rank crder) be values less than one but greater
than zero. In the event many reguirements were leing
considered in the set it may be wise to group those require-
ments of similar impcrtance (i.e. in groups of high, mediunm,
and lcw importance) and weight the groups appropriately.
The e€ffect cf this scrt of scheme is that the value of E is
increased to a greater degree by higher opriority (more
heavily weighted) regquirements than lowver priority reguire-
ments. Thus, the r[rrogram in its allocation process will
emphasize the satisfaction of those requirements of higter
priority. This type of formulation will lead to a feasitle
allocaticn solution to the wmodel considering requirement
priorj‘.;ies. However, once again we are uncertain as to the

minimum levels of requirement satisfaction which will be
cbtained using such a formulatiorn.

The protlem of requirement priorities can be
addressed through mcdification of the basic model in two
fasic mamnners - by adding constraints to the tasic model, or
modifying the objective functicn of the basic model. Each
technique has its thecretical advantages and disadvantages.

The usefullress of either afpproach would, therefore, be é
determined ty the actual situation in which they wmight be 3
applied. ‘

AR P SR i
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3. Bedundancy of Collection Coverage

Redundancy of collection coverage is an important

collecticn management tool. It is often wise to insure that

DA T I T St S
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at least two segarate collection subsystems (or platfcras)
are tasked to satisfy certain important collection require-
zents. The model developed to this point in tce discussion
is unakle to guarantee to the user that any quantity of
subsystems cther than one will be wused to satisfy a given
collecticn requirement. A method of handling this diffi-
culty is tc add additional constraints to the formulation.
Cnce tke decision nmaker has decided which requireanents
should ke the subject of redundant coverage (Rr will indi-
cate the sulkset of R which require redundant coverage) then
restraints such as:

m
) L.02 2 i
zi dl] > ¥ ieg Rr

1 (egn 5.18)

3

could be added to the formulation outlined at Egquation S. 14.
Cne nmust remember that the more restraints which are added
to a program decrease the chance of discovering an ofptimum
solution and may decrease the gquality of a feasible solu-
tion. Thus a more reasonable approach to the redundancy
issue pight also involve an iterative and interactive
apprcach. For irstarce, once the user is satisfied with the
resource allocations with respect to the priority of the set
of collecticn reguirements (as discussed in previous para-
graphs), be might then examine those allocations to deter-
mine where redundancies of coverage already exist. Recall
that an increase in levels of satisfaction (E; ) may ke the
result of the allocation of multiple collection subsysteas.
As a result, some of the collection reguiremerts may already
be satisfied by multirle subsystems in the existing feasitle
solution. Furtherscre, those most likely to have such
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sultirle ccverage are the 1nore important reguiremernts (fron
a pricrity roint of view). If the decision maker is satis-
fied with the allocation scheme wno further coastraints neeil
te aprlied to the prcgran. However, if unsatisfied, the
decision maker can ajply constraints (such as those shown at
Fguatiop 5.18) in a riecewise fashion, compare new alloca-
tions with frevious allocation schemes, and decilde which set
¢f rescurce allocaticns 1is Letter suited to the collection

Froblem at hand.

4. Use of a Conmtinuous

when we decide that the collection sutsystems in the
system can allocate collecticn resources in a continuous
manner (as opposed tc allocation of resources 1in discrete
packages) then the continuous decision variakle =model

descrited below is useful:

. n
3

:ﬂ MAXIMIZZ: E = z v.E,

- . 1 1

1 -1 (egn 5.19)

®. BTz o= C1 - 7 (1 - 2 ) )

; by (%i+)

s j =1

g n

— 3U3JICT T2 3

0 D xs ot ¥

y i = 1

>'

K

' i = 1,¢eeon (i is the index for collection reguire-
ments. There are a total of n collection reguire-
gents considered in the regquirement set of the

® rodel)
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j z 1,0..,0 (Jj is the index for collection sutsys-
tems. There are a total of 2 collection sutsys-
tems considered in the model)

X:: = The amount <cf collection resource j allccated
toward the satisfaction of collection reguirement
i (units are subsystem collection hours = hrs).

b. = Total amount of sulsystem j collection rescurces
i available for satisfying all collection require-
pents (i = 1,...,0).
v. = Relative impcrtance associated with requiremernt i
(priority).
3
E. = Expected fraction c¢f regquirement i satisfied by

all collecticn subsystems (j = 1,...,m).

There 1is a difference between this model and
rrevicus models develcped in the study. Before, we were
concerned with the maragement <¢f collection resources given
a way ip which wve vwere allowed to allocate each resource
(@;z) . Thus, ve were mixing fixed amounts of assets to
obt;in an ogptimal solution. In the continuous model we are
managing not only the mix of assets but also the quantity of
asset used in the mix. Thus, the continuous decisicn vari-
able rodel should be viewed as a much more absolute model in
terms cf controlling the collection subsystenms.

Eecause we are controlling how much of a given
resource ought to be allocated toward the satisfactiocr of a
giver recuirement the the Lkinary decision variable dij and

the predetermined and fixed amount of collection rescurce




--------------------------------------

a:: are not included in the <continuous decision variatle

podel. In their place we have introduced the ccntinuous
decisior variable x.. (defimned above).

Because the amount of collecticn resource which can
ke allocated tcward the satisfaction of a ccllectiorn
requirement is ncw variable we must re-evaluate the defini-
tions of quantities which are dependent upon x...

The e;: ters, previously defined for the discrete
(basic) model ;as:

is bR P (egqn 5.20)

It was interpreted to ke the level of satisfaction with
respect to regquirement i we might expect to receive in the
event ccllection rescurce j were allocated toward reguire-
ment i. In the discrete model situation aij was predeter-
mined and fixed. 1In the continuous decision variable mcdel,
xij is a variable and thus Pij ’ fij'
are all functions of X; .. The ternm e

and consequently e. .

%i3) is defined as

-

follcwus:

.. . i
i) T OP(wisy v T(vis) (egqn 5.21)

P(Xij)= The prcbability that collection subsystem j will
ccllect tte data it intends to collect in
attempting to satisfy reguirement i expending

xij collection resources.
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Lo,::y= That fraction of reguirement 1 @hich car re
satisfied if collection subsystea j collects the
data it irtends to collect in atteampting to
satisfy requirement i allocating x:: collection
resources. )

The expected fraction of reguirement satisfaction
(f(Xi%)) is nov a function of hcw much resource we allccate
towards the satisfaction of a given intelligence reguire-
@ent. Under most circuastances we would expect that the
fracticn o©f the reguirement satisfied would generally
increase (from some minimuz value) to a maximum pcssitle
fractional level of satisfaction. It is hard to imagine a
case in which more «collecticn resource allocation would
actually decrease tle expected level of requirement satis-
faction. Thus, this function is assumed to be mcnotonic
nondecreasing.

The probability that a collection subsystem collects
the data it intends tc collect (P(Xij)’ is also a function
of xiﬁ' The possibility exists, given this functional rela-
tionshifp between P(xi3) and X3, that the probability a
collecticn subsystem collects the data it intends to collect

may decrease as a function of x; Consider the example of

an a€rial reconnaissance sortie gver an enemy position (i.e.
a threat exists to the survivial of the platform). To
increase * (the amcunt of collection resource allocated)
this rlatfcra may have to overfly the enmemy position several
times. 1In doing so the platform increases its vulnerakility
to the enemy threat and reduces its chances of returning its
Ccollected data to the subsystem operators. Thus, as the
collecticn platform allocates more resources toward the
satisfaction of the regquirement its resulting P (vij) value
decreases. Accordingly, the value of e(Kij) vhich degends

upon E(Xij) could also decrease as xij increases. This
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cbservation is difficult to interpret - as 1Tore ccllection
resources are tasked toward the satisfaction of o¢f a
requirement, the expected level of satisfaction ¢f ttkat
requirement appears tc decrease! There is a way around this
difficulty. We <car consider that the above example (aad
cthers similar tc it) is not suited for use in a model usinc
continuocus decision variables. This assumption 1is fairly
reasonatle if we interpret (using the example above) each
pass of the surveillazce platform as a specific a;: value (a
discrete amount of c¢cllection resource) and that ‘we must
decide after each pass whether or not we want another one.
This interrretation allows us to consider the aerial
surveillance example with discrete rather than ccntinuous
decision variables.

The observations and discussion 3ia the Ggrevious
raragraph allude to the difficulty in interpreting the value
F(xi3) in the continucus decision model. Specifically, what
type cf collection suksystems (platforms) are suited to such
a nodel and how dc we determine p(y;sy for am unknown
X5 ? The ccntinuous decision model Jis best suited to
thgse ccllection suksystems which are orieated towards a
surveillance activity. in other words, those suksystems
which mcritcr some fcram of enemy activity for a pericd of

time (x: would therefore itself be a function of ¢*ime on

19
target -JTOT). The requirements such subsystems a@ight be
tasked tc collect infcrmaticn cn would probatly be somewhat
time defpendent. For instance, a SLR (side looking radar)
might te asked to deteraine the direction of enemy advance.
The rrobability that the SLR subsystem could determine that !
information would ircrease as TOT increased (and conseg- !

vently x increased). Determination of these scrts of

i]
Fiyis values would te difficult and probably could cnly be
addreéssed with the use of empirical data or perhaps from a

simulaticn. 1
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In this model we are determining which collectio:z
subsystems cught to allocate resources to which reguireazents
and also how mnmuch of those resources ought to be allccated
towvards the requirement. This 1is a fundameatal difference
from the tasic (discrete) model. It (the continuocus xcdel)
can te viewed as a relaxation of the basic model in that we
are nc¢ lcnger ccncerned with collection resource fpackaging
constraints but ratker in allocating collection resources
along a continuun.
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VI. ARPRIYING THE INIELLIGENCE COLLECTION MANAGEMENT MOLEL

A. INIRCDUCTION

Three inportant assumptiors were made in the i

develorment of the basic model. They were:

- Cply a fixed nubber of <collection requirements (n)
could te considered in the mcdel.

- Cnly a fixed numler of collection subsystems (m) could
be considered in tre model.

- All requirements will have resources allocated tcward
their satisfaction at the same time.

With these assumptions we were able to develop a series of

models which optizized the allocation of collection
resources fcr a giver set of collection requirexzents. Tae
cbjective cf this chapter is to illustrate how these assunp-

tions are related tc the realistic collection managexent

envircnment and how the optimization models develcped in
Chapter Five can easily be modified to adapt to such an !
envircnment.

E« TEE COLIECTION HNASAGEMENT ENVIRONMENT

In the realistic collection management envircnment
collecticn requirements enter the systen, resources which
seem suitalrle are tasked toward their satisfaction and if
the requirements are satisfied they leave the system (cther
cptions are addressed in Chapter 7Two). Rarely, if ever, are
collecticn requiremerts viewed in groups or sets as our
nodels require. A multiserver gueue would be a 10re apt
description of the prccess.

S 3 A% e A mSERAs s A A s A A e _a_- .
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Sizilarly, <collection suisystexs are rarely considered
as a set. Fither a sutsystem available for tasking is suit-
able (cap collect wtat the reguireament indicates 1is reces-
( sary to collect) for satisfying (or at least partially) a
: requirement or it is not. If the subsystem is suitakle it

is tasked arnd if it is not suitable it is not tasked. On

occasion, if there is sufficient justification, additional
A collecticn resources may be requested (and perhaps received)
for use Ly the unit. Similarly, additional (and unplanned
for) <ccllection rescurces will sometimes be made availatle
bty a bigher authority for use by the unit's <collection
{ systen.

The entire allccation process is affected Lty time
constrairts associated with both the requirements ané the
collecticn subsystems (see Chapters Three and Four). The

'j hectic race of matching reguirements with suitakle and i
availatle platforms given a wide variety of deadlines rarely ]
allows fcr more than a momentary consideration of the bhest 1
allocaticn for a set ¢f collection reguirements.

( It agpears, therefore, that the assuamptions we made in
develcring the optimization models counter our okservations
cf the realistic collection @panagement environment. The
rext secticn of this Chapter illustrates how, through a time
analysis of all collection requirements and minor modifica-
tion tc the structure of the Lasic model, these proklers can

te easily cvercoue.

q C. TIME OBRCERING OF COLLECTICN REQUIREMENTS

If our models are to be useful they must be adapted to
the ccllection envircrment. To do this we must ke aktle to
identify, from the environment, those reguirements which
will ke allccated ccllecticn resources. We know that the
nusker cf requirements in our imagined queue is variable and
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Jependent ugon a variety of tattlerfield coniitions. We alsc
know that the requirement gJueue is 1ot a FIFO0 (Z£irst in
first out) c¢cr a LIFO (last in first out) Jjueue but scme scrt
cf a wmixed gueue. %e realize that we are more ccncerred
with tasking rescurces to satisfy rejuirements whose tasking
deadlines are ir the near future rather than those whose
deadlines are further into the future. At the same tinme,
however, we do not want to squander OuUr LeSOULCES Low
without consideration for future requirements. These okser-
vaticrs indicate that the number of reguirements we wart to
consider ir the our requirement set 1is somewhat time
dependent.

This time dependency suggests that all intelligence
requirements in the <collection system can be <crdered
according tc some time parameter. The time parameter of
concern is what has fpreviously Lkeer referred to as a tasking
deadline. Consider a single collection reguirement i in a
collecticn systea «ccnsisting of j = 1,...,01 collection
sukbsystenms. This reguirement would have associated with it
varicus time restraints (see Chapters Three and Fcur).
likewise, e€ach <collection sulsystem would have associated
with its resources various time restraints. If£ the tinme
restraints associated wita collection subsystea j were to be
combined with the time restraints associated with collection

requirezert 1 then a tasking deadline (t;:) cculd be

identified.

t:: = The tasking deadline associated with requirement i
and subsyster j. That point in time beyond which
subksystem j cannot be tasked to satisfy require-

ment i.

If we are ccnsidering a total of @ subsystems {all of which
could contribute to the satisfaction of reguirement i) and

none of the time restraints associated with those sutsystenms

1C7




were idertical then ttere would exist a maxinum of m tasking
deailines associated witih rejuiresent i. We are ccncerned
with identifying that t.. value which, if @met, would rcot
exclude the use of an; of the subsystems which «can
contritute to the satisfaction of requirement i freca doing

so. That value will te referred to as t_::

t . = The latest pcirt in time such that all subsystenms

5

which can ccntribute to requirement i can be
tasked tc do so.

or, given that all t.. values fall along the interval from

t = 0 tot, then t_ . can be defined in the following manner:

t.: = That value of t;: which produces the minimuam value
cf the expression:

Cte =t ) ¥ 3 (egqn 6.1)

Thus, ¢t _. sight be referred to as a global tasking deadline
for reguifement i.

The rurpose cf defining tci was to identify a reascnatle
geans c¢f ordering collection requirements accoriing to time.
The t.; values can easily Le determined for each ccllection
requirement in the ccllection systen. Note that t.; values
are entirely dependent upon the collection subsystems (their
time restraints) available for tasking by the collection

system (actual and envisioned). In the event additional

(and nct envisioned) collection subsystems were made avail-
able to the collecticn system then tos values could easily
te recalculated.
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we are still faced with tihe guestion of how to 3eterzine
which set <¢f reguirerents will be included in the nodel.
That determination will be based upon a close examinaticn c£
the time <crdered set of reguirements. We would 1like to
include all requirements in the model. This, however, ray
ke unreasonable if the range of t . values is great (i.e.
greater tham 12 hours). This is }}imarily due tc the fact
that we just aren't that concerned with regquirements whose
tasking deadlines are far into the future. Reguirements
whose tos values fall within the =zero to eight hour rarnge
seem mcre€ approrriate for inclusion in the model. This
determinaticn, of ccurse, could c¢hange accordirg to a
variety cf possible tattlefield conditions. We will call
this time range cf irterest tint' where:

t.

int= That time interval in which we are concerned with

tasking collection rescurces toward the satisfac-
tion of intelligence requirements.

The recuirements which fall within this range of interest
(tint) constitute a subset of n (the total number of
requirements in the ccllection systen) and will be defined
in the fcllcwing manmner:

2 = The time ordered subset of the total numker of

colliecticn 1reguirements (n) which fall  within

Thus, n is that sulset of the total numter of collection
requirements in the ccllection system which we are, in the
short rum, interested in satisfying. We have, therefore,
reduced tbe number of reguirements to ke <considered in cur
models tc those ¢f mcre immediate interest. The basic model
can €asily te modified to adjust for the change in values of

n:
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This modification «can be applied to all other mcdels i
develcped in Charter Five.

As alluded to in previous discussicn n is primarily ]

e s y

tased urcn the determzinaticn cf tint' The range of tsntee ;
hovever, is guite sulkjective and variable. Thus, W€ can !

look uron n as a variable. We have shown that the models )
develcped in Chapter Five can be modified to include r and

they therefcre appeaxr to be useful in realistic applications
where the number of collection reguirements under considera-
tion is variable. Furthermore, we have, by time crdering
the set cf collection requirements, expressed those regquire-
ments as a function «c¢f time - the first step toward a more

realistic piecewise ccllection resource allocation process.

D. ALLCCATING COLLECIION RESCURCES [

An assumption of the basic model was that all collection
requirements under consideration will have collection
resources allocated toward their satisfaction at the same :
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time. AD exanination of the realistic setting clearly indi-
cates that this assumption is unreasonabnle. The rrevious
secticn developed a requirement scheduling method which
would help the decision maker determine which <ccllection
requirements in the collection system the opticization
models ought to include. A reasonable approach toward allo-
cating ccllection rescurces 1is to allocate (ktased wufpcn the
output of the optimization model) only to those requirerents
whose t_; values are pear, update the model with respect to
current conditions (new incoming reguirenments, modified
amount of resources availaltle, and new tCi values), and
optimize over the new set of conditions. The allocation
frocess swould lock like that shown in Figure 6.1.

This allocation rrocess allows for the variaticn cf the
amount of collecticn resources considered in the ofptimiza-
tion models and for the piecewise allocation <¢f such
resources toward the satisfaction of collection reguire-
ments. The success of this process, however, is deperdent
upon several factors. A factor of primary importance is
whether or not the optimization model employed in the
frocess can provide a feasible allocation plan in a timely
manner. Additionmally, we are assuming that necessary inputs
(updates co¢f current conditicns) caa be provided to the
Frocess.

It is igportant to note that the models can be applied
to situations in which the amount of available resources are
variatle and actual resource allocations are made in a
piecewise fashion. This is accomplished by embedding the
optimizaticn model in an iterative allocation process rather
than thrcugh any modification of the actual model.

The optimization models developed in Chapter Five appear
to be more flexikle than initially envisioned. They can be
adapted tc the more realistic collection management setting
in which bcth requirements and resources are variaktle and
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Figure 6.1 Collection Resource Allocation Process.

collection allocations are made only when required (and in
accordance with the current ftattlefield situation).

E. SIZE OF THE OPTINIZATION MCDEL

It is important to estimate the size of the collection
management problem. In particular we would like to know how
many ccllection subsystems and requirements will be consid-
€red in the optimization models developed in Chapter Five.
An estimaticn of this nature is dependent upon the echelon
of friendly force of interest. This study will, therefore,
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focus on the maneuver divisicr in es-imating the size cf the
varicus comronents of the coliection nanagement protlen.

The collection subsystems available to a division
generally fall into twWo classes:

- orgaric: Those telonging to the division.

- ncn-organic: Those which the division can (in certain

situations) task for use tut do not own.
Civisions are virtually free to operate their organic
subsystems (IMINT, SIGINT, and HUMINT) in accordance with
their rattlefield role or mission. However, the division
will te granted access to non-organic subsystems (which
corresgond closely tc those found at the division Lut are
usually sore specialized) only when its battlefield missicn
is of relative importance (i.e. the unit is in contact with
eneny forces). Thus, the number of ccllection sulsystems
availakle tc a division varies (primarily as a functicn of
its Lattlefield role) from an organic number of three tc a
maximur numler (both organic and non-organic) of twelve.
The availability of both organic and nom-organic ccllection
subsystens is also dependent upon environmental and ogera-
tional factors (prirarily weather and threat). These
factcrs would, of course, reduce the total numter of
subsysterzs available to the division.

An intelligence system of a division 1is rcrrmally
concerned with afpproximately 15 to 30 starding intelligence
requirements (referred to as Essential Elements of
Inforsation and Other Intelligence Requirements - EEI/OIR)
and perhaps 15 to 3C user gemnerated intelligence regquire-
ments. Each of these intelligence requirements are vague
and cap Le decomposed into several collection reguirements
(i.e. the SIGINT collection subsystem would refer to these
collecticn requirements as SIGINT 1Indicators). The numter
cf ccllecticn regquirements in the collection system is also
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somewhat derendent upcn the rattlefield role and disposition

¢f the division. Cne would expect tnat the numker of
requirements would increase as more organic fcrces are
krought intc contact with the enemy. Given a particular
rattlefield situation, the numkber of collection reguiremerts
we wculd expect to encounter would fall between 30 and 200.
Given this discussion it is possible to address the
range of the collection management probleu. Estimates of
the paximum size and minimum size problems can easily be

TABLE I
Size of the Collection Management Problenm

levels
Maximum Minimunm
Regts (&) 258 30
Sutsys (s) lz 3

provided: The 1implications of these estimated values are
interesting. For example, in the discrete decision (kasic)
model under maximum ccnditicns (n = 250 and m = 12), there
would exist 3000 (256 x 12) decision variables (dij in the
discrete model, Xij in the continuous model) to consider.
This assumes, of course, that each collection subsystem is
capable c¢f contributing to the satisfaction of each collec-
tion requirement. The point to be mnade 1is that the
complexity of the rroblem increases dramatically as more
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collecticn subsystezs and reguiremeats are added tc the
collecticn system. This observatioa highlignts the need for
us tc¢ consider all reasonable @methods of reducing the
complexity cf the prcklem ( such as the reduction of the set
¢f requirements n tc n as discussed in Section C <cf this
Chapter).

F. CCNCIUSIONS AND EECCMMENDATIONS

This thesis has developed a structure for and examined
the functicns of a generalized intelligence collection
systesn. Traditioral approaches toward the management of
collecticn regquirements (identified in the study as the
primary focus of the collecticn system) were shown to be
inefficient and less controlled than desired. It vas also
shown that with ainor restructuring of some functions within
the ccllection system and development of the capability to
estimate subsystem operational capability components (F; .
and fij)' oferations research technigues could be applied to
a siprlified version of the collection system problem, that
feing the allocation of scarce collection resources tcward
the satisfaction of collection requireaments.

A mathematical optimization amodel of this simpplified
process was develored. Modifications of this model were
explored with respect to important intelligence collection
related concepts such as priority of requirements, redundant
collecticn coverage, and applicability of the optimization
model to various types of collection subsysteans.

Future efforts in this area should focus or the
following tcpics:

;.Scluticn algorithms to the models developed in Chagpter
ive.

- Use cf the models as decision aids in wargames and_as
ggscurce allocaticn algorithms in battlefield simula-
icns.
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- The classification cf intelligence collectior
aethodolicyy develoged

reguirezerts in
in Charter Five.

terns of the a..
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A METHOD OF EANKING COILECTION REQUIREMENTS

Ccllection systems have traditionally pricritized
collecticn regquirements acccrding to SOP's. Each urit's S02
is different from ancther. They all, however, prescribe

what a regquirement fpriority will be given the existance of
certain conditions or the battlefield. For example, an SOP
may require that collection reguirements from support units
(non-ccnmtat forces) cannot be submitted as high fpricrity
requirenents. The tattlefield condition in this example is
the nature c¢f the friendly unit submitting the requirement.
Ccllection requirements are rarely analyzed in grcugs.

Thus, orce a requirezent (and its priority as determined by

the SCF) are validated (approved by the collecticn systen
decisicn nmaker) they are fcrwarded for action to the

gallecticn subsystens. In the restructured aggproach
iscussed in this thesis a set of <collection requiremernts

are deccmposed at the system level prior to being fcrwarded
to tbe ccllection subsystems for action. Thus, it is
feasiktle at the system level tc analyze a set of require-

ments with respect to priority. Specifically, it is
possitle tc re-prioritize this set of collection regquire-
gents with respect to the current battlefield «conditicns
rather than those which may have existed when the collection
requirement was initially submitted for satisfactior Lty tbhe
user.

This approach recognizes the fact that lLattlefield

conditions change ard that the relative importance of one

e AR M & m A A AR A s s _tmim . m-

requirement with resgrect to another might also change. In
this study the ltattlefield conditions previously addressed

e _m s -

will ke referred to as battlefield parameters of interest or
simply fparameters.
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The cbjective of this process is to rank all reghire-
ments under consideration tased upoa one or several cf the
tattlefield parameters of interest. 1In effect, this prccess
provides the decisicr maker with a metaod of prioritizing

. .
.

requirements in acccrdance with the <current or frciected

P
Ak

tattlefield conditions. A wmulti-criteria aggregation scheme
will ke used to rank the set of collection requiremerts.

A. TEE EREQUIREMENT FANKING MODEL

.-'.ll"l__'.. LA I‘ M

The mcdel for tte regquirement ranking prccess is

descrited telow:

o SRR

<4
MAXIMIZE: P ‘
‘ Z WiPariy
k =1 (egqn A.1)
i = The index fcr requirements.
k = The index fcr parameters. E
]
4
[
1 = The total number of Lattlefield parameters. T
]
LW = Weighting asscciated with the kth fparameter. ;
par,, = The kth battlefield parameter associated with the -

ik "
ith requirerent. ‘

There are a numkler of ways inm which this scheme can be

implesented through the specific allocation of weights tc a
particular set of parameters.
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E. EATTIEFIELD FARARETERS

Fcur jezeral pattlefield rarazeters oOf intesest will o=
addressed in this study. These four categories of rarare-
ters are nct all irnclusive. Virtually any parameter of
interest to the unit cr coamand (depending upon the reguire-
ment structure) could easily te substituted for or added to
those addressed in tke study. These are, however, LE€fre€sen-
tative cf tie basic ccncerns of rattlefield decision makers.

The first parameter addressed is the actual [pricrity
attachked to the regquirerment. The rejuirement priority is
provided by the user when it is initially submitted into the
collection systenm for satisfaction. It will ke assumed that
priority reflects tle importance of a reguireament tc the
user with respect to all other collection regquirements
submitted in accordance with the priority system (atuses of
priority systems will not be addressed). For example, it
will te assumed that all high priority regquirements are of
greater relative impcrtance to all users than all wmedium
priority reguirements, etc. There are many different tyfpes
cf priority systems in use. Most of these systems attempt
to classify itenms in terms of levels of importance
(priority). Such classification schemes can, in themselves,
tecome <corglex. Only three levels of priority will te
considered in this study - high, medium, and low.

The friendly unit submitting the reguirement is the
second fparaneter of interest. As the battlefield changes,
so dces the relative importance of friendly units. Tkis
importance is reflected im the amount of support a ccmmand
receives from its fparent and supporting units. This
includes intelligence coliection support. It is therefcre
important tc be able to reflect this changing importance
when ranking collecticn requirexzents. The number and type
of units 1included as varieties of this parameter are, of
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course, dependent upon the organizaticn operating the
collecticn systen. A Corrs, for exanmple, may want to
include its covering force, rajor zaneuver Jdivisiorns, ani
artillery forces in this category of parameters. This study
will focus at the Civisicn level and will, therefore,
include as its friendly units of interest the primary users
of its ccllection system - two maneuver units (number 1 and
pumber 2), an artillery unit, and a headguarters elemert.

LW

The area of the tattlefield in which the reguiremert is
focused is the third rarameter or interest. The identifica- 5

tion of where the enemy may be attacking from is a tradi-

tional ccncern to the military decision maker. Thus, the
ability tc control c¢cllection with respect to battlefield
area is cne method of coping with this concern. This param-
eter is iritially prcvided by the user when submitting the
collecticn requirement. However, between requirement
submissicn and the cc¢llection allocation decision there is a
Fossitility that this parameter might change. For exarmple,
an enemy urit originally 1located in the rear area of the

rattlefield may have moved forward by the time a collecticn
requirement concerning that unit can be acted upon. Thus,
the status of this parameter should be updated by the system
operatcrs prior to the collection allocation decisicn. Fcur

f
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tattlefield areas wili be used in this report (see Figure

A.1). Areas I and II represent those areas in contact with

friendly fcrces (FLOT stands for the front 1line of troogs)
while areas III and IV represent the enemy rear areas. 3
Traditiopally, fighting units are primarily concerned with ;
threats 4in the forward areas I and 1II. Headquarters &
elements and interdiction forces are more interested in 3
targets and enemy activities in the rear areas III and 1IV. E
Enemy activity is the last Dbattlefield parameter of é
interest to be considered. Different battlefield users of 3
the ccllection system are concerned with different forms cf f
120 !
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Figure a.1 Battlefield Areas.

€nemny activity. Maneuver units tend to be concerned with
enemy maneuver and artillery forces, support units with
special cperation forces, headgquarters elements with inter-
dicticn targets and ccmmand and control operations. These
concerns, of ccurse, vary as the battlefield situation
varies. Thus, timely control of the type of enemy activity
the ccllection effort is directed against is valuable. For
illustrative purroses the study considers four such classes
of enemy activity - maneuver forces, artillery forces,
support forces, and C3/other forces. Table II summarizes
the rajcr classes, levels, and subclasses of the fifteen
parameters mentioched.

C. EATTIEFIELD PARABETER VALUES

In this scheme two cf the classes of parameters associated
with a given reguirement have no particular values associ-
ated with them other than [fresence or absence (with associ-
ated values of eititer omne or zero). For instance, a
requirement can have either a high, medium, or low priority.
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TABLE IX
levels and Classes ¢f Requirement Paranmeters

CLASS IEVEL SUBCLASS
Priority High

Medium

Low
Friendly User Manuever Unmit 1

Mapeuver Unit 2
Artillery Unit
Headquarters Element

Battlefield Area %I
III
Iv
Enemy Activity Maneuver Forces
Artxller; Forces
ort Yorces

C3/ ther Forces

This characteristic is also valid with respect to the
friendly unit submitting the reguirement. It does not
necessarily apply to the parameter classes of battlefield
area or type of enemy activitye. It is conceivable in these
cases that varying degrees of values could be associated
with more than one fparameter cof the class. For instance, a
requirement regarding the communications capability c¢f an
enemy artillery wunit would fall into both the (€3 and
artillery parameter classes. Likewise, a regquirement could
easily te associated with wmore tham one area of the
kattlefield. These sorts cf evaluations would be frovided
ky the user and perhaps mcdified by the collection systea
operator with the aid of standard operating procedures.
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D. WEIGHTING OF BATTIEFIELD FARAMETERS

TABLE III
Requirement Parameter Weighting Schemes

“i WEIGHTING SCHZIMES

- PAFAMETEE I II I1Z Iv
i‘ Prlorlty .5 .2 - -
Priority 3 - - -

Prlorlty .2 - - -

{ Unit - «3 - -
Unit - - - -

Artg Unlt - «3 - -

{ lement - 2 - -
 ® Area - - .2 -
P._- Area II - - -2 -
& Area II1 - - - .2
i Area 1V - - - 2
Maneuver Force - - .3 -

Arty Force - - «3 -

Supgort Force - - - «3

ther - - - «3

Tatle III illustrates several battlefield parameter
weighting schenmes. Weightiny scheme number I <can be
referred to as a standard schene. The ranking of require-
ments using this scheme is Ekased solely upon the pricrity cf
the subgitted requirements. Scheme number II can be
referred to as a support schepe. Collecticn requiretents

will te ranked tased upon the friendly unit submitting the
requirement with scme enmphasis placed upon [pricrity.
Specifically, maneuver unit pumber one and the artillery




unit are favored over tre headguarters c<sl=2nent, The E¢ 1is,
in turn, weignhted egualily with high priority reguirements.
The purpcse behind this sort of weightiaog scheme would re to
provide <collection suprport to specific units Lecause of
their importance in relaticn to the <current or [projected
rattlefield situation.

The 1last two weighting sSchemes are oriented towards
targeting. Scheme I1I, for instance, is weighted to surgport
requirements concerning enemy ccmbat force targets (maneuver
and artillery forces) near ifriendly forces (in ftattlefield
areas I and II). This scheme could be referred to as a
direct supgcrt targeting schene. Scheme IV, on the cther
hand, 1is <criented tcwards targets in the enemy —rear area
(pattlefield areas III and IV) and of a soft nature (C3 and
Support Elements). This scheme could be referred to as an
interdiction targeting schenme. If the decision maker were
interested only in e€nemy artillery forces in battlefield

area II then only thcse two rarameters should be Heighted.

{(¢5 1in each case Lecause there are two parameters of
interest). If there exist such targets in the regquirement
set tkten they will le the highest ranking targets in the
crdered requirement vector.

The quantity, variety, and resolution levels of possitie
weighting schemes are uncountatle. This methodology would
ke particularly useful to the decision maker in the event he
was required to rank a large number of collection regquire-
zeats.

E. AR EXANFLE USING THE REQUIREMENT RANKING MODEL

Takle IV presents a set of twenty sample collection

requirements which were generated to demonstrate the zulti-
criteria arrroach to collection requirement ranking. Note
that in Taltle IV ttke values for the first two groufrs of
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paraseters (priority and friendly unit) are merely a one or

and dash. The cne signifies a yes and the dash sigrifies a
no. Ir cther words reguirewsent number 1 has a high pricrity
and was submitted by the friendly artillery unit.

The values associated with the second two groups of
parameters (battlefield area and enemy activity) are
expressed as percentages., Requirement number one, there-
fore, 1is ccncerned with eremy combat and artillery forces
in the forward two areas of the battlefield (Areas 1 and
I1).

Much of this infcrmaticn is provided by the user wkhen
submittirg a requirement for satisfactioa. Traditiorally,
hovever it has been forwarded in subjective rather than
numerical fcrm. Thus, the success of this sort of a priori-
tization scheme would be contingent upon the ability of the
rattlefield to satisfactorily estimate the agpropriate
parameters in a pumerical manner.
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Trhese regquirenents were placed into an APL usakle fcrrat
using the fprogram REALREQ. This is an interactive progranm
which jueries the <cfperator for a collection requirement
vectcr (Figure A.2). The input values for this vectcr are
shown at Tatle V.

v A1 «READRER;}V;V1;RHO;S

C11] vie 1 16 rO

2] OME:;'ENTER 14§ COMFONENT REQUIREMENT VECTORS*
C31] veQq

C43 vievi,[f1]1] Vv

£S1 RMevV]

C&3 'FINISHED? (YES/NO)g:
£71 Se0

£8l ISTOPX\3=+/"'YES '=3ps
C91 IONE

103 SsTOFR:
L11] RHOe(14(PFRM))—1
L1227 FMe(RHO,148)P(16¥%yRM)
C13]1 ARlerM
v

Figure A.2 Beguirement Input Program RBADst.

READREC formats the n collection requirements in matrix fcrm
which can be operated upon ky the APL program ICALC. ICALC
uses the mcdel addressed previously to rank the regqguirements
which were submitted by the operator using READKEQ. The
output cof ICALC is tle a rank crdered regquirement vector.
Takle VI illustrates how the weighting schemes discussed
in an earlier porticr of this appendix rank the set of
sample requirements presented at Table 1IV. Ncte the
requirement order for Scheme I (recall that this was
referred to as the =standard scheme which basically rarnks
requirements acccrding the their wuser provided priority).
The first eight requirements in Scheme I (1 through 18) are
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TABLE V¥
EEADREQ Entry Data
Fiache component foris:
1 keguirement Number 1 to 20
2 Pricrity (High) 0 or 1
3 Priority (Medium) 0 or 1
4 Pricrity (Low) 0 or 1
5 Friendly Unit I 0 or 1
6 Friendly Unit II 0 or 1
7 Artillery OUOnit 0 or 1
8 Headguarters Element 0 or 1
9 Battlefield Area I 0 to 1
10 Battlefield Area II 0 to 1
1 Battlefield Area III 0 to 1
12 Battlefield Area IV 0 to 1
13 Enerxy Maneuver Force 0 to 1
14 Eneny Artillery Force 0 to 1
15 Enemy Support Force 0 to 1
16 Enemy C3/0ther Force 0 to 1

the same reguireaernts which Tatle IV indicates have a
priority cf one. The next eight requirements (3 to 19) have
a priority cf twc ard the last four (5 through 20) have a
priority of three. In Scheme II the requirement crder is
tased uron the unit submitting the reguirement and the
priority. A look at the higher rankingy requirements associ-
ated with Scheme II does indicate that they are a function
cf being high priority and/or from Unit 1, the artillery
unit or the headquarters element. Similar analysis of
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8 Simple scheses are easy to check and also useful in scrting

- cut a difficult collection sanagesent problea. This gcrtion

; of the 4godel is preseatel as a lecision aid to allcw for
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< ICQLC;RHO;N;N;NM;XBAR;KN;SDM;XRM;NXRM;SNRM
(] RHOEF (RM)
c23 Ne20
C31 TEMNTER 146 COMPONENT WEIGHT VECTOR' “
£a1 weQ ‘
[S] AWelsF(+16) f
Cs61 WMe (RHO) P W
c73 HKEARE (+£ARM) =N .
sl KM (RHO ) pXEBAR :
£93 HRMEe O 1 Y(WMXRM) H
£1021 SHRMeE4 /HRM :
C11] HXRMeR(2 20)P((1N) 5 (ySXRM))
C12] OREQEHXRMLYNXRML;217] :
L13)] FREQUIREMENT RARKING' .
L14] FRFReORER[;1] ;
151 FF l
L1611 AMMEeAM , HXRM $231 ]
C17] AMXL;2]e¢AMXL;2IxAMXL3$3]
C18]1 AMXL3;SIeAMXL;SIxAMXL;6]
C19] AMX[3;8leAMXLiBIxAMXL;P]
L2011 AMXeaMX[eAMX[$1115]

L4
Pigure A.3 Multi-Criteria Bequirement Ranking Program.

Schemes III and IV reveals taat they Jdc indeed rank the
given set cf collecticn rejuireaents ia tne mamner suggested
Ey their respective weightinj schemes. Specifically, Scheme
III is criented towards enesy coabat aras forces in the
forward areas of the tattlefiell and Scheme IV is criented
towards support and (3 forces locatel in the rear areas of
the tattiefield. .

Cne
complexity of tne regjuireaecnt weijhtinj schemes. This wmodel
will rank ccllection rejiiresepts according to even the aost
intricate of weightirny scheses.
to understand the «cutput of sicn coaplicated schemes.

additioral gciut for comnsiu..ration regards the

It 1s di1fficult, Lovever,
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TABLE VI
Beguiresent Fanking with Weighting Schenmes a
Beighting Schemes :
origiral -
Bgqiilelent bt iI 11 iy ﬂ
o} L 34 <
S 1 1 1 7 16
- 2 P 7 17 5 Ny
5 3 7 9 1 13 ]
E 4 9 12 4 14 ’
5 12 17 9 15
6 16 16 1 10
7 17 18 12 8 E
- ' -
% 8 18 3 20 )
9 5 3 18 ,
10 4 6 2 19 4
11 6 15 6 2 ot
12 10 19 13 3 .;
13 1" 2 19 20 K
14 13 8 8 1 3
15 15 10 10 4
16 19 13 15 7
17 4 5 9
18 1" 13 1
19 14 14 14 12
20 <0 20 16 17
)
b improvement of current technigques in managing ccllection
? requiresents which have traditiomally employed FIFO (first
3
]
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in first cut) methcds. As such, it should te used to

siaplify the work of the decision maker rather thar make it
more difficult.
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